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Oracle RAC 12c Rel. 1 Features – The Standard Going Forward 

Flex Cluster Flex ASM 

Full Oracle  
Multitenant &  In-
Memory Support 

Rapid Home 
Provisioning 

(RHP) 

2 

http://www.slideshare.net/MarkusMichalewicz/oracle-
database-inmemory-meets-oracle-rac  

New In-Memory 
Format 

SALES 

Column 
Format 
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Gold Images and their working copies 
Working copies maintain lineage with gold image 

Provision New Database 
1. Working copy is created 
2. Database files are instantiated 

 12102 PSU1 WCPY 

Provision New Home 
1. Working copy is created 

 12102 PSU2 WCPY 

RHP Server RHP Targets 

Generic DB 

11.2.0.4 PSU1 

11.2.0.4 PSU2 

11.2.0.4 PSU3 

11.2.0.4 SAP-1 

11.2.0.4 SAP-2 

SAP DB 

12.1.0.2 PSU1 

12.1.0.2 PSU2 

Generic DB 

Apps 

WLS 12.2.1 

WLS 12.1.3 

CRM 8.1.1 
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Expanded Oracle Stack Coverage by EXAchk/ORAchk 

• Oracle Database 

• Standalone Database 

• Grid Infrastructure & RAC 

• Maximum Availability 
Architecture (MAA) Scorecard 

• Upgrade Readiness Validation 

• Golden Gate 

• Enterprise Manager Cloud Control 

• Repository 

• Agent 

• OMS  

• Middleware 

• Application Continuity  

• Oracle Identify and Access 
Management Suite (Oracle IAM) 

• Engineered Systems 

•Oracle Exadata Database Machine 

•Oracle SuperCluster 

•Oracle Private Cloud Appliance 

•Oracle Database Appliance 

•Oracle Big Data Appliance 

•Oracle Exalogic Elastic Cloud 

•Oracle Exalytics In-Memory Machine 

•Oracle Zero Data Loss Recovery 
Appliance 

•Oracle ZFS Storage Appliance 
•ASR  
•Systems 

•Oracle Solaris 

•Solaris Cluster 

•Oracle Virtual Networking(OVN) 

• E-Business Suite 

• Oracle Payables 

• Oracle Workflow 

• Oracle Purchasing 

• Oracle Order Management 

• Oracle Process Manufacturing 

• Oracle Receivables 

• Oracle Fixed Assets  

• Oracle HCM  

• Oracle CRM  

• Oracle Project Billing  

• Siebel 

• Database best practices  

• PeopleSoft 

• Database best practices  

• SAP 

• EXAdata best practices  

Oracle Confidential – 
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Baseline and Maintain Entire Oracle Stack 

Oracle 12c ORAchk/Exachk 

• Proactively scan for the most impactful 
known problems 

• Receive built-in email notifications and diff 
reporting via new Daemon Mode 

• Investigate and analyzes known issues 

• See your system health risks in reports  

• Drill down into specific problems and 
understand their resolutions 

• Use ORAchk Collection Manager 
dashboard for managing multiple systems 
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View OraChk/EXAchk Report 

• Table of content 

• Controls for report features 
• Checks which passed are not shown by default 

•  Quickly show or hide checks based on their 
status 

• Show or hide major sections of the report 

• Collapse or expand check findings 

• Show check Ids 

• Remove the findings from the report – This 
doesn’t change the report but optionally hides 
findings on a check by check basis 

• Display a printable view 

6 



Copyright © 2015, Oracle and/or its affiliates. All rights reserved.  | 

View Orachk/EXAchk Findings 

• Check status 

• Type of Check 

• Check Message 

• Where the check was run 

• Link to expand details 
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• What to do to solve the problem 

• Links to relevant Knowledge docs 

• Where recommendation applies 

• Where problem doesn’t apply 

• Example of data the 
recommendation is based on 

View Recommendations 
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Main Collections Dashboard 

Main Collections Dashboard 

Oracle 12c ORAchk – Collection Manager 
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Oracle 12c ORAchk – Collection Manager 

Collections List View 
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Oracle 12c ORAchk – Collection Manager 

Compare Baselines View 
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Administration Console 
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Oracle 12c ORAchk – Collection Manager 
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Diagnostic Metric View of Cluster and Databases 

Cluster Health Monitor (CHM) 

MGMTDB 

ologgerd  
(master) 

osysmond 

osysmond 

osysmond 

osysmond 

12c Grid Infrastructure  
Management Repository 

• Always on - Enabled by default 

• Detailed OS Resource Metrics 

• Node eviction analysis 

• Local logging of process data 

• User defined pinned processes 

OS Data OS Data 

OS Data 

OS Data 
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Speeds Issue Diagnosis and Resolution  

Oracle 12c Trace File Analyzer Collector 

• Always on – Enabled by default 

• Improved comprehensive first failure 
diagnostics collection 

• Efficient collection, packaging and transfer 
of data for Customers to Support 

• Reduce round trips between Customers 
and Oracle 

• Supports  Database 10.2 and above 

• Included in the 11.2.0.4 and 12.1.0.2 
patchsets, PSUs and future versions 
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Oracle 12c Hang Manager 

• Always on - Enabled by default 

• Reliably detects database hangs and 
deadlocks  

• Autonomously resolves  them  

• Supports QoS Performance Classes, Ranks 
and Policies to maintain SLAs 

• Logs all detections and resolutions 

 

Autonomously preserve Your Database Performance Session 

DIAG0 

EVALUATE 

DETECT 

ANALYZE 

Hung? 

VERIFY 

Victim 

QoS 
Policy 
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Full Resolution Dump Trace File and DB Alert Log Audit Reports 

Oracle 12c Hang Manager 

Dump file …/diag/rdbms/hm6/hm62/incident/incdir_5753/hm62_dia0_12656_i5753.trc 
Oracle Database 12c Enterprise Edition Release 12.2.0.0.0 - 64bit Beta 
With the Partitioning, Real Application Clusters, OLAP, Advanced Analytics 
and Real Application Testing options 
Build label:    RDBMS_MAIN_LINUX.X64_151013 
ORACLE_HOME:    …/3775268204/oracle 
System name: Linux 
Node name: slc05kyr 
Release: 2.6.39-400.211.1.el6uek.x86_64 
Version: #1 SMP Fri Nov 15 13:39:16 PST 2013 
Machine: x86_64 
VM name: Xen Version: 3.4 (PVM) 
Instance name: hm62 
Redo thread mounted by this instance: 2 
Oracle process number: 19 
Unix process pid: 12656, image: oracle@slc05kyr (DIA0) 
 
 
*** 2015-10-13T16:47:59.541509+17:00 
*** SESSION ID:(96.41299) 2015-10-13T16:47:59.541519+17:00 
*** CLIENT ID:() 2015-10-13T16:47:59.541529+17:00 
*** SERVICE NAME:(SYS$BACKGROUND) 2015-10-13T16:47:59.541538+17:00 
*** MODULE NAME:() 2015-10-13T16:47:59.541547+17:00 
*** ACTION NAME:() 2015-10-13T16:47:59.541556+17:00 
*** CLIENT DRIVER:() 2015-10-13T16:47:59.541565+17:00 

2015-10-13T16:47:59.435039+17:00 
Errors in file /oracle/log/diag/rdbms/hm6/hm6/trace/hm6_dia0_12433.trc (incident=7353): 
ORA-32701: Possible hangs up to hang ID=1 detected 
Incident details in: …/diag/rdbms/hm6/hm6/incident/incdir_7353/hm6_dia0_12433_i7353.trc 
2015-10-13T16:47:59.506775+17:00 
DIA0 requesting termination of session sid:40 with serial # 43179 (ospid:13031) on instance 2 
    due to a GLOBAL, HIGH confidence hang with ID=1. 
    Hang Resolution Reason: Automatic hang resolution was performed to free a 
   significant number of affected sessions. 
DIA0: Examine the alert log on instance 2 for session termination status of hang with ID=1. 
 
In the alert log on the instance local to the session (instance 2 in this case),  
we see the following: 
 
2015-10-13T16:47:59.538673+17:00 
Errors in file …/diag/rdbms/hm6/hm62/trace/hm62_dia0_12656.trc (incident=5753): 
ORA-32701: Possible hangs up to hang ID=1 detected 
Incident details in: …/diag/rdbms/hm6/hm62/incident/incdir_5753/hm62_dia0_12656_i5753.trc 
 
2015-10-13T16:48:04.222661+17:00 
DIA0 terminating blocker (ospid: 13031 sid: 40 ser#: 43179) of hang with ID = 1 
    requested by master DIA0 process on instance 1 
    Hang Resolution Reason: Automatic hang resolution was performed to free a 
   significant number of affected sessions. 
    by terminating session sid:40 with serial # 43179 (ospid:13031) 
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For Further Information 

• Oracle 12c Clusterware Admin Guide 

• Oracle Clusterware on OTN 

• Oracle QoS Management 12c Documentation 

• Oracle QoS Management on OTN 

• Oracle 12c ORAchk 

• Oracle 12c Trace File Analyzer 

 
 

http://docs.oracle.com/database/121/CWADD/toc.htm
http://www.oracle.com/technetwork/database/options/clustering/overview/index.html
http://docs.oracle.com/database/121/APQOS/toc.htm
http://www.oracle.com/technetwork/products/clustering/overview/qosmanageent-508184.html
https://support.oracle.com/epmos/faces/DocumentDisplay?_afrLoop=567334480168696&id=1268927.1
https://support.oracle.com/epmos/faces/DocumentDisplay?_afrLoop=567334480168696&id=1268927.1
https://support.oracle.com/epmos/faces/DocumentDisplay?id=1513912.2&displayIndex=1

