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ÁNuclear Navy 6 years 

ÁNuclear Chemist/Programmer 10 years  

ÁKennedy Western University Graduate 

ÁBachelors Degree Computer Science 

ÁCertified in all Oracle Versions since 6 

ÁOracle DBA, author, since 1990 

ÁWorked with Flash since 2007 
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Tier 0 Acceleration 

FlashSystem Family 

Enterprise Storage Systems 

XIV 

DS8000 

Storwize 
V5000 

Midrange and Entry Storage Systems 

Tape and Virtual Tape Systems 

Tape Library and 
Automation 

TS7700  
Virtual Tape 

Enterprise and 
LTO tape drives 

ProtecTIER 
Deduplication 

FlashSystem 

V9000 

Storwize 
 V3700 

Storwize 
V7000 & 
Unified 

Integrated Solutions 

Software Defined Storage Storage Systems 

Data Economics for Todayôs Workloads 

Tape drives for 
Enterprise and 

LTO6 

ÅIBM Spectrum Control 

ÅIBM Spectrum Protect 

ÅIBM Spectrum Archive 

ÅIBM Spectrum Virtualize 

ÅIBM Spectrum Accelerate 

ÅIBM Spectrum Scale 

Elastic Storage 

Server 
VersaStack 

TS7700  

Storage Infrastructure Matters 
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Database workload environments 
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Datacenterôs Response to Bridge Disk Performance Gap 
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Most Costly & 

Volatile 

Time Consuming, 

Very Expensive & 

Risky 

Wasteful, 

Expensive & 

Ineffective with 

Storage Latency 

Issues 

Expensive & 

Ineffective for 

Storage 

Performance 

Issues 

Add More 
Memory 

Typical 
Performance 

Mitigation 
Tactics 

HDD 
Performance 
Enhancemen

t 

Add CPUs 
Tune & 
Modify 

Application 
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What if we only reduced latency? Littleôs Law ï Queuing 

Theory 

Considering Littleôs Law as it applies to application 

performance.. 

Q / T = Rate 
Q = the number of parallel IO requests 

T = the I/O request service time 

R = the rate, measured in IOPS or bandwidth 

This is a 50X improvement in response time and the amount of work completed! 

Assigning disk values to this equation: 

20 

0.005 
4,000 

IOPS 

(5 milliseconds) 

Substituting Exadata performance*: 

80 

0.001 
80,000 

IOPS 

(1 millisecond) 

Substituting FlashSystem performance: 

20 

0.0001 
200,000 

IOPS 

(0.1 millisecond) 
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Microsecond latency maximizes CPU utilization 

I/O Serviced by Disk 
1. Issue I/O request          ~ 100 ɛs 

2. Wait for I/O to be serviced  ~ 5,000 ɛs 

3. Process I/O           ~ 100 ɛs 

 

Å Time to process 1 I/O request =  

200 ɛs + 5,000 ɛs = 5,200 ɛs 

Å CPU Utilization = Wait time / 

Processing time = 200 / 5,200 = ~4% 

Time 

Processing 
~100 µs ~100 µs 

Waitin

g 

~5,000 µs 

1 I/O Request 

CPU State  

I/O Serviced by IBM FlashSystem 
 1. Issue I/O request               ~ 100 ɛs 

 2. Wait for I/O to be serviced ~ 200 ɛs 

 3. Process I/O                  ~ 100 ɛs 

 

Å Time to process 1 I/O request =  

200 ɛs + 200 ɛs = 400 ɛs 

Å CPU Utilization = Wait time / 

Processing time = 200 / 400 = 50% 

Time 

Processing 
~100 µs ~100 µs 

Waitin

g 
                                             

~200 µs 

1 I/O Request 

CPU State  

12X 

Application 

benefit by only 

changing storage 

latency! 
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What is IBM FlashSystem ? 

ÅFully RAS compliant 

ÅHighly reliable and redundant 

ÅUp to 57 TiB per enclosure 

ÅLatency from 95-195 us at interface 

ÅIOPS to 1.2 million 

ÅFC, IB, iSCSI, etc 

ÅFull SAN features in V9000 

ÅLatency 95-190us at enclosure, less then 0.4 ms (400 us) at Application 

FS900 

V9000 
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Average transactions per é Comparison of 

transaction rates and 

response times for 6,000 

clients. 

 

Even at double the thread 

count for disk, 

FlashSystem out 

performed spinning disk 

by almost 6X while 

maintaining an application 

response time under 

10ms.  
FlashSystem  

FlashSystem increases performance for storage 
 

Please see IBM POWER8 and IBM FlashSystem accelerate Oracle database whitepaper for more information 

http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=WH&infotype=SA&appname=STGE_TS_ZU_USEN&htmlfid=TSW03285USEN&attachment=TSW03285USEN.PDF
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=WH&infotype=SA&appname=STGE_TS_ZU_USEN&htmlfid=TSW03285USEN&attachment=TSW03285USEN.PDF
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=WH&infotype=SA&appname=STGE_TS_ZU_USEN&htmlfid=TSW03285USEN&attachment=TSW03285USEN.PDF
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=WH&infotype=SA&appname=STGE_TS_ZU_USEN&htmlfid=TSW03285USEN&attachment=TSW03285USEN.PDF
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Where does latency matter with Databases? 

Writes 

ÅIn write intensive environments, for 

example: the Oracle redo log can be a 

performance bottleneck. 

ÅMuch like a single queue, a redo log write 

is extremely sensitive to latency. 

ÁWriteé waité writeé. Wait 

ÁTemporary writes are another source 

ÁSorts, bitmaps, global tables 

ÅDecreasing latency allows the queue to 

move faster. 

Reads 

ÅIn a read intensive environments, the 

ability of user processes to read from 

tables and indices can be a performance 

bottleneck. 

ÅThink of the speed that data can pass 

through the funnel as determining the 

latency. The width of the funnel is 

equivalent to the bandwidth. 

ÅDecreasing latency allows the queue to 

move faster while higher bandwidth allows 

more data to move in parallel. 

ÅThe faster reports can be completed, the 

faster analytic lookups are completed as 

well. 
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HOW DO YOU DECIDE IF 

FLASH WILL HELP? 
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You use the Evidence 

ÅAWR - Allows diff based reporting of database statistics 

ÅASH ï Allows for review of current session history 

ÅADDM ï Provides Oracle internal analysis based recommendations 

 

ÅEach can be a full presentation by itself 

ÅWe will cover AWR 
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AWR ï A Brief History 

ÅForerunner was BSTAT-ESTAT 

ïTwo scripts 

ïFirst created tables and populated with key statistics from V$ views 

ïSecond took new set of data from V$, did diff, generated report and dropped 

tables 

ÅFather was Statspack 

ïA set of scripts no license required and is still available 

ïUse setup to create a tablespace and user and a set of tables 

ïTables were permanent 

ïUsed JOBS to run a collection script to put V$ stats and timestamps into tables 

ïUsed reports to do diff, global, comparison reports 

ÅAWR 

ïInternalized Statspack 

ïRequires Diagnostic and Tuning packs 



© 2015 IBM Corporation 14 

AWR Contents  
ÅThousands of statistics 

ÅReport can run to dozens of pages 

ÅHeader 

ÅSummary 

ïBasic system details, CPUs, 

Memory, Configuration, 

summarized statistics 

ÅTime Model 

ÅOS Statistics 

ÅWaits 

ïForeground and Background 

ïAggregates by type 

ïAggregates by service 

ÅSQL 

ïSlices and dices top SQL 

statements by different criteria 

ÅInstance Statistics 

ÅIO Stats 

ÅBuffer Pool Stats 

ÅAdvisory  

ÅWait stats 

ÅUndo Stats 

ÅLatch Stats 

ÅSegment Statistics 

ÅDictionary Cache 

ÅLibrary Cache 

ÅMemory 

ÅStreams 

ÅQueues 

ÅResource Limits 

ÅShared Server 

ÅInit.ora parameters 

ÅRAC stuff 
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We Arenôt Looking at All of it 

ÅFor this presentation we are looking at IO related 

ïSome summary stuff from header 

ïSome time model statistics 

ïTop 5/Top 10 report 

ïForeground/Background wait events 

ïSome service statistics 

ïSQL Physical Reads and Versioning 

ïSome instance activity statistics 

ïThread stats 

ïIO Stats 

ïBuffer pool advisory 

ïPGA Histogram 

ïUNDO stats 

ïSegment Read Statistics 

ïMemory Thrashing (If using AMM) 

ïIs shared server running? 

ïInitialization parameters 
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What Collection Interval 

ÅGet report from peak period 

ÅThe longer the period the more averaging and less likely to get peaks 

ÅNeeds to be when DB is most active 

ÅA report from an idle DB is useless 

ÅDefaults to 1 hour which is generally sufficient 
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What Makes a Good AWR for Analysis? 

ÅProper time interval 

ï7 days is not good, 1-2 hours at peak load ideal 

ÅDB time to Elapsed time ratio 

ïShould be multiple not fractional 

ÅIO wait to DB time or Busy time ratio 

ïShould be 30% or greater unless we are looking at batch time or specific SQL 

time reductions 

ïIO waits should dominate top 5 events list otherwise not an IO issue! 
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What About RAC? 

ÅRAC ï Real Application Clusters 

ÅYou can get one report for each node 

ÅYou can get a single report for all nodes 

ÅUsually the one report for each node is easier to work with otherwise you 
lose some stats! 

ÅIf it is a RAC system you must look at all active nodes to get complete 
picture 

ÅMay change ñTop 5 IO eventsò so beware! 

IBM 
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What Are We Interested In? 

ÅIO related information 
ïIOPS (I/Os per second) 

ïTotal time waited 

ïIO related wait events 

ïTuning relating to IO 

ÅCo-location of logs/data 

ÅMemory issues 

ÅTables/Indexes that do most IO 

ïAverage size of reads and writes 

ÅGeneral Tuning Information 
ïCPU usage 

ïParameter settings 

ïSQL Review 

ïLatches, Enqueues and Mutexs 


