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Software Defined Storage

A IBM Spectrum Control

A IBM Spectrum Protect

A IBM Spectrum Archive

A IBM Spectrum Virtualize
A IBM Spectrum Accelerate
A IBM Spectrum Scale
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Database workload environments

Customer
Analysis

SV/Sees 8 e
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E-commerce

Real Time
Fraud Detection
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Scalable Transactional Database Analytics Data Warehouse Operational Data Warehouse
Transaction Processing Reporting and Analytics Operational Analytics
Random reads & updates Random reads & sequential data Random and sequ_entlal rgads & data

loads loads + continuous ingest
Many transactions with narrow data Analytics with broad data scope, Uyl G ey parts Sk
scope accessing the same database parallelized across data partitions IEIrow =cope operations,
all running in parallel
Requires low latency and high IOPS Requires low latency and high Requires low latency and high IOPS
bandwidth
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Dat acenter 0s Response to Brid
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What 1 f we only r educeidQueuang e n
Theory

Considering Littledos Law as it ap
performance..

E J Q = the number of parallel IO requests
A i T = the 1/O request service time

R = the rate, measured in IOPS or bandwidth

Assigning disk values to this equation: SubstitutingExadataperformance*: Substituting FlashSystem performance:

20 80 20
—— = 4,000 —— = 80,000 ——— = 200,000
0.005 IOPS 0.001 IOPS 0.0001 IOPS
(5 milliseconds) (1 millisecond) (0.1 millisecond)

This is a 50X improvement in response time and the amount of work completed!
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Microsecond latency maximizes CPU

utilization

I/0 Serviced by Disk

1. Issue I/O request ~ 100 € S processing ] -10085! |~100 s
2. Wait for 1/0O to be serviced ~5,000 € s : !
3. Process 1/0 ~100 g s CPustae
Waitin : Ch Hs : _!
ATime to process 1 I/O request = g , — ; >
200¢e s+5,000e s=5,200¢ s ' LioR ' R
- . o e — equest
ACPU Utilization = Wait_time /
Processing time = 200/ 5,2
/0 Serviced by IBM FlashSystem 12X
1. Issue I/O request ~ 100 ¢s ! ! Application
2. Wait for I/O to be serviced ~ 200 €s . .cin T 100! 1 ~100 ps benefit by only
3. Process 1/0 ~100¢s : . . changing storage
CPU State : : latency!
ATime to process 1 1/0 request = Waitin | ~200 s !
200 s+200€ s=400¢ s ) Time: 2 >

ACPU Utilization = Wajt.time /
Processing time = 200 / @.
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What is IBM FlashSystem ?

AFully RAS compliant

AHighly reliable and redundant
AUp to 57 TiB per enclosure
ALatency from 95-195 us at interface V9000
AIOPS to 1.2 million "
AFC, IB, iSCSI, etc

AFull SAN features in V9000
ALatency 95-190us at enclosure, less then 0.4 ms (400 us) at Application
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FlashSystem increases performance for storage

Comparison of
transaction rates and

B Average transactions peré

. 14000 -

response times for 6,000

clients. 12000 - 13,323
£»10000 -

Even at double the thread £ 5000 -

count for disk, e
»n 6000 -

FlashSystem out =

performed spinning disk = 4000 7 767 ) 263

by almost 6X while 2000 - ’

maintaining an application 0 - |

response time under 128 29 128 |

"Spinnina Disk" FlashSystem

10ms.

Please see IBM POWERS and IBM FlashSystem accelerate Oracle database whitepaper for more information
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http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=WH&infotype=SA&appname=STGE_TS_ZU_USEN&htmlfid=TSW03285USEN&attachment=TSW03285USEN.PDF
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Where does latency matter with Databases?

- |
Reads Writes ') f@/é ’

A In a read intensive environments, the A In wri te ‘ <,,Je environments, for
ability of user processes to read from exc J:le Oracle redo log can be a

tables and indices can be a performance o ance bottleneck.
bottleneck. J M)
_ / uch like a single queue, a redo log write
A Think of the speed that data can pass « >

AWriteé waité writeé.

fej > is extremely sensitive to latency.

latency. The width of the funnel |

through the funnel as determining tho
equivalent to the bandwidth. /

A Temporary writes are another source
A Sorts, bitmaps, global tables

A Decreasing latency allov {l eue to .
- fasterwhlle iq ndW|dth e A Decreasing latency allows the queue to
more data to m( jparallel move faster.

A The fast be completed, the

ngﬂ C'Iookups are completed as

LATENCY MATTERS 'O
EVERYWHERE
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HOW DO YOU DECIDE IF
FLASH WILL HELP?




You use the Evidence

AAWR - Allows diff based reporting of database statistics
AASH 1 Allows for review of current session history
AADDM i Provides Oracle internal analysis based recommendations

AEach can be a full presentation by itself
AWe will cover AWR
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AWR 1 A Brief History

AForerunner was BSTAT-ESTAT |
I Two scripts |
i First created tables and populated with key statistics from V$ views

i Second took new set of data from V$, did diff, generated report and dropped
tables

AFather was Statspack
I A set of scripts no license required and is still available
I Use setup to create a tablespace and user and a set of tables
I Tables were permanent
i Used JOBS to run a collection script to put V$ stats and timestamps into tables
I Used reports to do diff, global, comparison reports
AAWR
I Internalized Statspack
I Requires Diagnostic and Tuning packs

13 © 2015 IBM Corporation




AWR Contents

AThousands of statistics AlO Stats
AReport can run to dozens of pages ABuffer Pool Stats
AHeader AAdvisory
ASummary AWait stats
I Basic system details, CPUs, AUndo Stats
Memory, Configuration, Al atch Stats
summarized statistics o
ATime Model ASegment Statistics
AOS Statistics ADictionary Cache
AWaits ALibrary Cache
I Foreground and Background AMemory
i Aggregates by type Astreams
i Aggregates by service AQueues
ASOL AResource Limits
i Slices and dices top SQL AShared Server
statements by different criteria Alnit.ora parameters

Alnstance Statistics ARAC stuff
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We Arenot Looking at Al Il of |

AFor this presentation we are looking at 10 related
I Some summary stuff from header
I Some time model statistics
I Top 5/Top 10 report
I Foreground/Background wait events
I Some service statistics
I SQL Physical Reads and Versioning
I Some instance activity statistics
I Thread stats
I 10 Stats
i Buffer pool advisory
I PGA Histogram
I UNDO stats
I Segment Read Statistics
I Memory Thrashing (If using AMM)
i Is shared server running?
I Initialization parameters
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What Collection Interval
AGet report from peak period
AThe longer the period the more averaging and less likely to get peaks
ANeeds to be when DB is most active

AA report from an idle DB is useless

ADefaults to 1 hour which is generally sufficient

inst num Swaitup 1mx:

[ TESTL  |[ 757959171| TEST1 | ( 1[16-Mar-1319:03 _ |[11.24.20 N0 |
TEST1 |[AIX-Based Systems (64-bit) || 28 14| | 145.00|
[Begin Snap: || 135% 29-Mar-1300:00:20 || )N 572|| 236.8)|
|End Snap: [ 13652% _Apr-13 15:00:46 585 235.0|
|Elapsed: I || 19,620.44 (mins) || I |
[DB Time: I[ || 284,745.51 (mins) | If |
R e e e | e e
[ EXAMP1 || 1580239890|| EXAMP1 1|[07-Oct-1420:10  |[11.2.0.3.0 |[NO |
[ HostName | Platiom | CPUs | Cores | Sockets | Memory (GB) |
[EXAMP1 |[AlX-Based Systems (84-bit) ||  208|| 52| i 256.00)
C ErxE
[Begin Snap: || 63128||/” 10-Oct-14 18:00:53 |\ 909|| 2.8|
|End Snap: If £63139|| \ 1 0-Oet-+420:45.57 993|| 2.7|
[Elapsed: | | Tesormmmsr | I |
[DB Time: If ||\ 42,618.24 (mins) _“|| If ]
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What Makes a Good AWR for Analysis?

AProper time interval

I 7 days is not good, 1-2 hours at peak load ideal
ADB time to Elapsed time ratio

I Should be multiple not fractional
AlO wait to DB time or Busy time ratio

I Should be 30% or greater unless we are looking at batch time or specific SQL
time reductions

I 10 waits should dominate top 5 events list otherwise not an 10 issue!
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What About RAC?

ARAC i Real Application Clusters
AYou can get one report for each node
AYou can get a single report for all nodes

AUsually the one report for each node is easier to work with otherwise you
lose some stats!

Alf it is a RAC system you must look at all active nodes to get complete
picture

AMayc hange fiTop 5 |1 O eventso so bew.
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What Are We Interested In?

AlO related information
I IOPS (I/Os per second)
I Total time waited
I 10 related wait events
I Tuning relating to 10
ACo-location of logs/data
AMemory issues
ATables/Indexes that do most 10
I Average size of reads and writes
AGeneral Tuning Information
I CPU usage
I Parameter settings
I SQL Review
I Latches, Enqueues and Mutexs
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