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Oracle offers many data loading Options. Which of
the following options should you choice to achieve a
high performance loads?
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. Data Loading Best Practices

External Tables

— Allows flat file to be accessed via SQL PL/SQL as if it was a table

— Enables complex data transformations & data cleansing to occur “on the fly”
Pre-processing

— Ability to specify a program that the access driver will execute to read the data
» Specify gunzip to decompress a .gzip file “on the fly” while its being accessed

— Size versus speed trade-off

Direct Path in parallel

— Bypasses buffer cache and writes data directly to disk via multi-block async 10
— Use parallel to speed up load
— Remembertouse Alter session enable parallel DML

Range Partitioning
— Enables partition exchange loads

Data Compression
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. Why External tables and not SQL Loader?

Full usage of SQL capabilities directly on the data
Automatic use of parallel capabilities (just like a table)
No need to stage the data again

Better allocation of space when storing data

— High watermark brokering

— AUTOALLOCATE tablespace will trim extents after the load
Interesting capabillities like

— The usage of data pump
— The usage of pre-processing
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. Preparing the raw data

* Typically, Oracle automatically divides up the files to be
loaded in 10MB granules
— True for position-able and seek-able files
— Exceptions are compressed files, data read from a pipe or a tape

e If no granules can be created then parallelism-per-file
— Manual granules (multiple input files) must be used
— The number of files determines the maximum DOP

« General rules of thumb

— If using multiple files keep them similar in size

— If files sizes vary significantly, list them largest to smallest in the
external table definition
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. Pre-Processing in an External Table

e New functionality in 11.1.0.7 and 10.2.0.5

 Allows flat files to be processed automatically during load
— Decompression of large file zipped files

* Pre-processing doesn’t support automatic granulation

— Need to supply multiple data files - number of files will
determine DOP

 Need to GRANT READ, EXECUTE privileges directories

CREATE TABLE sales external (..)
ORGANIZATION EXTERNAL
( TYPE ORACLE LOADER
DEFAULT DIRECTORY data dirl
ACCESS PARAMETERS
(RECORDS DELIMITED BY NEWLINE
PREPROCESSOR exec dir: ‘zcat'
FIELDS TERMINATED BY '|'

)
LOCATION (..)

] ) ; ORACLE



. Direct Path Load

« Data is written directly to the database storage using multiple blocks
per I/O request using asynchronous writes

« A CTAS command always uses direct path
e An Insert As Select (IAS) needs an APPEND hint to go direct
— Don’t forget to COMMIT after loading

INSERT /*+ APPEND */
INTO sales PARTITION (p2)
SELECT *

FROM ext tab for sales data;

* Only one direct path opesatigorn can occur on an object
— By specifying a specific partition name in the table you can do multiple

concurrent direct Eath loads into a table



. Parallel Load

* Ensure direct path loads go parallel
— Specify parallel degree either with hint or on both tables
— Enable parallelism by issuing alter session command
 CTAS will go parallel automatically when DOP is
specified
— Remember that the DOP for creation is also the DOP for
further query processing

 |AS will not — it needs parallel DML to be enabled

ALTER SESSION ENABLE PARALLEL DML;
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. Data Loading in Parallel into Partitioned
tables

« Use external tables and a direct path loading technique
— Allows for real parallel DML statements with full SQL capabilities

* Minimum of 4GB of memory per CPU core
— Ensures each parallel process can get enough memory

« Use AutoAllocate tablespaces (No Uniform extents)
— Prevent “holes” appearing in your data set

« Set large initial and next extents (8MB)

— Prevent the partitioned table from having to many extents which
impacts scan rates

« Use multiple tablespaces for partitioned tables
— Prevent parallel processes from contending for single file header
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. Best Practices for Data Warehousing

3 Ps - Power, Partitioning, Parallelism

 Power — A Balanced Hardware Configuration
— Weakest link defines the throughput
« Partition larger tables or fact tables

— Facilitates data load, data elimination and join performance
— Enables easier Information Lifecycle Management

» Parallel Execution should be used

— Instead of one process doing all the work multiple processes
working concurrently on smaller units

—-Parallel degree should be power of 2

LV

2 Goal is to minimize the amount of data
7% accessed and use the most efficient joins

-_m_
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Balanced Configuration
“The weakest link™ defines the throughput

CPU Quantity and Speed dictate )
number of HBAs
capacity of interconnect

HBA Quantity and Speed dictate
number of Disk Controllers
Speed and quantity of switches

RN Y,

%_LA . P S |
FC e hl FCaiioho Controllers Quantity and Speed dictate

L number of Disks

Speed and quantity of switches

3 = 3 = 3 = 3 3 Disk Quantity and Speed
Disk Disk Disk Disk Disk Disk Disk Disk
Array 1 Array 2 Array 3 Array 4 Array 5 Array 6 Array 7 Array 8
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. Partitioning = |

* First level partitioning |
— Goal to enable partitioning pruning and simplify data management
— Most typical Range or interval partitioning on date column

— How do you decide partitioning strategy?
* What range of data do the queries touch - a quarter, a year?

« Consider the data loading frequency
— Is an incremental load required?
— How much data is involved, a day, a week, a month?

e Second level of partitioning
— Goal allow for multi-level pruning and improve join performance
— Most typical hash or list

— How do you decide partitioning strategy?
» Select the dimension queried most frequently on the fact table OR
* Pick the common join column
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Partition Pruning

Q: What was the total Sales Table

sales for the year | SALES 03 1998
19997 D
| . SALES_Q4 1998
SELECT sum(s.amount_sold) llﬁ SALES_Q1_1999
FROM sales s
Ilﬁ SALES Q2 1999
WHERE s.time id BETWEEN
to date(’01-JAN-1999’ ,’ DD-MON-YYYY') |Iﬁ SALES Q3 1999
AND
to_date(’ 01-JAN-2000' ,’ DD-MON-YYYY') ; |Ii | SALES Q4 1999
\ | SALES_Q1_2000

Only the 4 relevant partitions are accessed
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Monitoring Partition Pruning
Static Pruning

e Sample plan

zelect sum(amount_sold) FROM sh,=ales =, sh,times t WHERE s.time_id =
t,time_id AND =,time_id between TO_DATEL'01-JAN-1933' ., 'DO-HOM-Yyyy' )
and TO_DATES 'O1-JAN-2000" , ' ID-HOM-%Y ' )

Flan hash walue: 2025449199

| Id | Operation | Mame | Rows | Bytes | Cost (RCPUYI Time | Pstart! Pstop |
| o | SELECT STATEMENT | | | | 3 (00| | | |
| 11 SORT AGGREGATE I | 11 12 | | | I
| 21 PARTITIOW RAMGE ITERATORI | 313 | 3756 | 20y ool = 13 |
[* 3| THELE ACCESS FULL | SALES | 313 | 3756 | 20y ool = 13 |I

Predicate Information (identified by operation id):

2 - filter("S","TIHE_ID"<=TO_DATE(" 2000-01-01 00300300, 'syyyy-mm—dd hh24imiiss'))

22 rowz selected,
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. Numbering of Partitions

* An execution plan show —
partition numbers for static Sub-part 1
pruning
— Partition numbers used can

be relative and/or absolute

ORACLE
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. Monitoring Partition Pruning

Static Pruning

e Simple Query : SELECT COUNT(*)
FROM RHP_TAB
WHERE CUST_ID = 9255
AND  TIME_ID = ‘2008-01-01;

* Why do we see so many numbers in the Pstart /

Pstop columns for such a simple query?

range
partition #

| Iq. | Operation | Mame | Rows | Bytes | Cost [ECPUII Time | Pstart| Pstop
A

[ 0 | SELECT STATEMENT | | | | 5 (10071 |

[ 1 | SORT AGGREGATE | | 11 13 | | |

[ 21 PRARTITION EAMGE SIMGLEI | 1 | 13 | 5 0 ool |

[ 31 PARTITION HASH STIMGLE| | 11 13 | 5 (03] oozo0ol |

[* 4 | TRELE ACCESS FULL | EHP_TAR | 1 | 13 | 5 0 ool | 1

Sub-
partition #

Predicate Information (identified by operation id):

4 - filter(("CUST_ID"=9255 AND "TIME_ID"=TO_DATE(' 2008-01-01 000000, " syyyy-nm-dd
hh2d:mizss' 100

Overall
partition #
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. Monitoring Partition Pruning

Dynamic Partition Pruning

e Advanced Pruning mechanism for complex gueries

* Recursive statement evaluates the relevant partitions at
runtime
— Look for the word ‘KEY’ in PSTART/PSTOP columns in the Plan

Sales Table

PCEROM sales s, times ey

AI\\?I/DH IE'tl.-\::iItétr: Ein;r__lr% (; nstrfl_rg :glzdl N ( limes Table |
(‘MAR-04’,‘APR-04’,‘MAY-04’); ) et

\ Apr 2004

May 2004

June 2004

Jul 2004
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Monitoring Partition Pruning
Dynamic Partition Pruning

e Sample plan

zelect sumfamount_sold) From sales s, times t where t,time_id =
g, bime_id and t,calendar_month_desc in
[ MAR-2004 ", 'APR-2004 ", 'HAY-2004 ")

Flan hash walue: 1300851517

| Id | Operation | Mame | Rows | Bytes | Cost (ECPUDI Time | Pstart!| Pstop |
[ O | SELECT STATEMENT [ | [ I 13 (10071 [ | [
[ 11 SORT AGGREGATE [ | 11 28 1 [ [ | [
[ 21 HWESTED LOOQPS [ | 21 BE | 13 (031 000001 | | [
[* 31 THELE ACCESS FILL | TIMES | 21 3z | 12 (811 ooz00:01 | |
[ 41 PARTITION RAMGE ITERATORI | 2 24 oo (07 KEY | KEY

[* & | TRBELE ACCESS FILL | SALES | 2 | 24 | o (0l KEY | KEY

Predicate Information (identified by operation id):

3 - filter{("T", "CALENDAR_MONTH_DESC"='APR-2004"' OR "T","CALENDAR_MOWTH_DESC"='HAR-2004 "
OF "T","CALEWDAR_MONTH_DESC"="HMAY-2004'3)
5 - filter{"T","TIME_ID"="5","TIME_ID"}

i

26 rows selected,
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Partition Wise join
~ SELECT sum (amount_sold)

FROM sales s, customer c

@ustomer WHERE s.cust _id=c.cust_id

Hash
Partitioned

Range
partition
May 18th

LN D

A large join is divided into
multiple smaller joins, each
joins a pair of partitions in
Both tables have the same parallel
degree of parallelism and are
partitioned the same way on the
join column (cust_id)
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Monitoring of partition-wise join

Partition Hash All above the join method

Indicates it’s a partition-wise join

| Id | Operation | Mame | Bows | Butes | Cost (ZCPUD Time | Pstart| Pstop |
| o | SELECT STATEMEMT I I I | 914 (1007 I I I
I 1 | SORT AGGREGATE I I 11 29 | | I I |
| 2| PARTITION HASH ALL | | 983K eI 914 (3 O0po0:dd | 11 4 |
1* 3 | HASH JOIM I | 983K ZEMI 914 (3)] oop0o:ll | I I
| 4 | THELE ACCESS FULL | CUSTOMERSZ | 48431 | B14kKl 416 (1)1 Q0002085 | 11 4 |
| & | FARTITION RAMGE ALLI | 983K 241 491 (3} 000006 | 11 29 |
| & | TAELE ACCESS FULL | SALESZ | 983K 241 491 (3} 000006 | 11 116 |

Predicate Information (identified by operation id):

3 - access("S","CUST_ID"="C","CUST_ID")
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. Partition Exc

O
o = ’IEL

DBA

hange Loading

1. Create external table Sales Table

i for flat files

=

2. Use CTAS command
to create non-
partitioned table

;i TMP_SALES

I Imp_ sales
Table

3. Create indexes

Iimp._ sales

Table

May 18th
2008

May 19t
2008

May 20t

2008

May 21st
2008 Sales

May 22nd table nOW
W — has all the
May 23d data
2008

CLCLLTETET PP TP M th
; de J) 5 Gather
: Statistics

4. Alter table Sales
exchange partition
May 24 2008 with table
tmp_sales

ORACLE
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. Incremental Global Statistics

1. Partition level stats are
gathered & synopsis

Sales Table created
May 18t
2008 | S1
May 19th 5 2. Global stats generated by
2008 ) aggregating partition
May 20t = Synopsis
— — Global
May 21st — | S4 | Statistic J
‘ 2008 .
May 22nd :
=
_ 2008 i
May 23 oo | S6

2008 L -

4

Pronsssseees > Sysaux Tablespace

ORACLE
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DATABASE

. Incremental Global Statistics Cont’d

3. A new partition
Is added to the
SESHEREEtable & Data is
May 18t Loaded
2008

May 19th 6. Global stats generated by
2008 ) aggregating the original
May 20t 5 partition synopsis with the

2008 =) new one

May 2]st S4 GIObaI
2008 j Statistic
May 22nd
2008 =

May 23rd S6
2008

May 24 e 8T 5. Retrieve synopsis for
2008 = each of the other
partitions from Sysaux

Tesssmmssssmnns Sysaux Tablespace
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. Things to keep in mind when using
partition

 Partition pruning on hash partitions only works for
equality or in-list where clause predicates

e Partition pruning on multi-column hash partitioning
only works if there is a predicate on all columns used

* To get a partition-wise join when using parallel query
make sure the DOP is equal to or a multiple of the
number of partitions

e If you load data into a new partition every day and
users immediately start querying it, copy the statistics
from the previous partition until you have time to
gather stats (DBMS _STATS.COPY_TABLE_STATYS)

ORACLE



. Agenda

« Data Warehousing Reference Architecture

e The three Ps of Data Warehousing
— Power
— Partitioning
— Parallel

» Workload Management on a Data Warehouse
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How Parallel Execution works

I User connects to the
[ ]

. database
| == |

Parallel servers
communicate among
themselves & the QC using
messages that are passed
via memory buffers in the
shared pool

Background process is

When user issues a parallel
spawned

SQL statement the
background process
becomes the Query

Coordinator

ﬂ «‘ QC gets parallel
<> | servers from global
pool and distributes

\ the work to them

\
.

Parallel servers -
individual sessions that
perform work in parallel
Allocated from a pool of

globally available
parallel server
processes & assigned
to a given operation

ORACLE



. Monitoring Parallel Execution

 SELECT c.cust last name, s.time id, s.amount sold

FROM sales s, customers c

WHERE s.cust_id = c.cust_id;

J
| Id | Operation | Mame | Paol 1 Bytes | Cost CECPUDI Time I
| | SELECT STATEMEMT : | | | 211 (1007 |
| 1 | P COORDIMATOR | | | | | |
| 24| Fa oeMD UL CEAMDUM ) I N O TOTo P B N A o A1 SHEL L0 QOFO0Eg
B S HASH JOIN BUFFERED | | 1043K] S1M| Sl S S R I CIET
| 4 | P& BECEIVE | | AEEE00 FO4K | Rl oL IR R
| s Fi SEMD HASH [Se ST AT 0000 SEEE0 | FO4K | 112 C0)] Q020002
| B | Fi BLOCK ITERATOR | | A55500° ] FO4K | TPl b e n0- HE
[t TRBLE ACCESS FULLI CUSTOMERS | BR&0O0 | FO4K | L R R e
| B P& RECEIVE | | 1043K] 18H| S5 L S 2
| 3| Fi SEMD HASH | +TO10001 | 1043K] 18M| BB e P CICLRAE
B 10 Fi BLOCK ITERATOR | | 1043K] 18H | 196 (231 Q00003
SIS TRBLE ACCESS FULLI1 SALES [ 18HM | 196 (23] O0:Q0:03

do majority of the work



. How Parallel Execution works

SELECT c.cust_last name,
s.time_id, s.amount_sold

Query
FROM sales s, customers c l coordinator l

WHERE s.cust _id = c.cust_id;
ﬁpl ﬁpz ﬁpg’ ﬁm Consumers

\

o a ™
Hash join always / \

begins with a scan of
the smaller table. In -
this case that’s is the Sl = CUSTOMERS
customer table. The 4 -
Table

producers scan the
customer table and Table

send the resulting -—
rows to the

consumers \ ) Producers \ )

ORACLE




. How Parallel Execution works

SELECT c.cust_last name,
s.time_id, s.amount_sold

Query
FROM sales s, customers c l coordinator l

WHERE s.cust _id = c.cust_id;

k
Dpl Dpz DPB DP4 Consumers
b “—; - N

Once the 4 producers
finish scanning the SALES ’ CUSTOMERS
customer table, they

start to scan the Tahle - Table
Sales table and send
the resulting rows to -

the consumers - = Producers

. J




. How Parallel Execution works

N

SELECT c.cust_last name,

s.time id, s.amount sold

FROM sales s, customers c

WHERE s.cust _id = c.cust_id;

SALES
Table

~

Query
coordinator

P1

P2

AN

|

)

Producers

Consumers

Once the consumers
receive the rows from the
sales table they begin to

do the join. Once
completed they return
the results to the QC

/

\

CUSTOMERS

\

Table

J
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. Monitoring Parallel Execution

- SELECT c.cust last name, s.time id, s.amount sold

FROM sales s, customers c

WHERE s.cust id = c.cust id;

J
| Jperation | Mame | S0 | Bytes | Cost CECPUDI Time I
| 0 SELECT STATEMENT | | | 211 (1007 |
| 1 P COORDIMATOR | | | | | |
| 2 P SEMD OC {RANDOM ) [ sTO1000Z | 1043K] S1M| 311 (23] o0:0o:0d |
|4 3 | HASH JOIN BUFFERED | | 1043K| S1M| 11 23 o0xo0:nd |
| 4 | P& BECEIVE | | BE&OG | FO4K | 112 (03] Qo002 |
| 5o Fi SEMD HASH | +TOI0OGO0 | 5R&OG | FO4K | 112 (o) Qo002 |
| B | Fi BLOCK ITERATOR | | BEROG | FO4K | 112 (0] Q00002 |
|* 7 | TRBLE ACCESS FULLI CUSTOMERS | SBR&0O0 | FO4K | 112 (03] Q00002 |
I 3 | P# EECEIVE i | 1043K] 18M| 196 (231 Q00003 |
| 9 | Fi SEMD HASH | sTO10O01 | 1043K] 18M | 196 (231 Q00003 |
| 10 | Fi BLOCK ITERATOR | | 1043K] 18H | 196 (23] Q00003 |
|* 11 | TRBLE ACCESS FULLI1 SALES | 1043K| 18M| 196 (231 Q00003 |

Producers



. Oracle Parallel Query: Scanning a Table

« Data is divided into Granules

*  Block range or partition

Parallel server # 1

Each Parallel Server is assigned one or more
Granules

 No two Parallel Servers ever contend for the
same Granule

Parallel server # 2

Granules are assigned so that the load is
balanced across all Parallel Servers

* Dynamic Granules chosen by the optimizer

e Granule decision is visible in execution plan

Parallel server # 3

T
A
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. Best Practices for using Parallel Execution

Current Issues

« Difficult to determine ideal DOP for each table without manual tuning
One DOP does not fit all queries touching an object

Not enough PX server processes can result in statement running serial
Too many PX server processes can thrash the system

Only uses IO resources

Solution

« Oracle automatically decides if a statement
—Executes in parallel or not and what DOP it will use
—Can execute immediately or will be queued
—Will take advantage of aggregated cluster memory or not

ORACLE



Auto Degree of Parallelism

Enhancement addressing:
« Difficult to determine ideal DOP for each table without manual tuning
* One DOP does not fit all queries touching an object

Statement is hard parsed Optimizer determines
SQL . _ :
statement And optimizer determines If estimated time ideal DOP based on
greater than threshold* all scan operations

the execution plan

2 o f >

\_>.

-

Actual DOP = MIN(PARALLEL DEGREE LIMIT, ideal DOP)

If estimated time less than

threshold*
Statement
executes in parallel
Statement Qe
executes serially C.
L I
ORACLE

* Threshold set in parallel_min_time_threshold (default = 10s)




Parallel Statement Queuing

Enhancement addressing:
* Not enough PX server processes can result in statement running serial
 Too many PX server processes can thrash the system

Statement is parsed If not enough parallel

and oracle automatically servers available queue
o determines DOP the statement
2 57 .
; Z ,5 s sab sab.
1222 s ‘—> : Z sl?:szsly
Z = / £64 Z "/
= ‘:ﬁ/
= FIFO Queue
When the required
number of parallel servers
If enough parallel become available the first
servers f_:lvallab!e - stmt on the queue is Ay
execute immediately dequeued and executed

ORACLE
NOTE: Parallel_Servers_Target new parameter controls number of active PX processes before
statement queuing kicks in




. ldentifying Granules of Parallelism during
Scans in the Plan

Id | Operation | Name | Rows | Bytes | Cost (ZCPU)I Time | Pstart! Pstop | TO |IN-0UTI PO Distrib
0 | SELECT STATEMENT | I 17 1 153 | 565 (100)| 00:00:07 | I I I [
1 | P¥ COORDINATOR | I | | I I I I I I
2 1 PX SEND QC (RANDOM) | :TO10001 | 17 1 153 | 565 (100)1 00:00:07 | I I 01,01 | P->5 | QC (RAND)
31 HASH GROUFP BY | [ 17 | 183 | 565 (100} 00300307 | | I 01,01 | PCWP |
4| P¥ RECEIVE | I 17 | 153 | 565 (100} 00300307 | I I 01,01 | PCWP |
51 P¥ SEND HASH I :TO10000 | 17 | 153 | 565 (100} 1 00300307 | I I Q1,00 | P->P | HASH
6 I | [ 17 1 153 | 565 (100)1 00200207 | I I Q1,00 | PCWP |
71 | [ 10M1 a5M| 60 (97)1 00200201 | 11 16 | 01,00 | PCUC |
* 8| TABLE ACCESS FULLI SALES I 10M1 a5M | 60 (97)1 00200201 | 11 16 | 01,00 | PCWP |
redicate Information (identified by operation id):
8 - filter("CUST_ID"<=22810 AND "CUST_ID"»=22300)
Id | Operation | Name | Rows | Bytes | Cost (ZCPU)I Time | Pstartl Pstop | TQ 1IN-OUTI PO Distrib
0 | SELECT STATEMENT | | 17 1 153 1 2 (501 00:00301 | I | [ I
1II P COORDINATOR | | | | | | | | | |
271 PX SEND QC (RAMDOM) | 2 TOLO001 I 17 1 153 1| 2 (50)1 00:00:01 | | I 01,01 | P->S | OC {(RAND)
21 HASH GROUP BY | I 17 1 153 | 2 (50} 0000201 | | | 01,01 | PCWP |
4| P¥ RECEIVE | I 26 1 234 | 1 (031 0000301 | | | 01,01 | PCWP |
51 = ULtk | 2TOLOOOO | 26 1 234 | 1 (0} 00:00:01 | | | 01,00 | P->P | HASH
6 I | | 261 234 | 1 (0)1 00300501 | 11 161 01,00 | PCUC |
71 AD H BY LULHL INDEX ROWIDI| SALES | 26 1 234 | 1 (0} 00:00:01 | 11 16 1 01,00 | PCWP |
| INDEX FAMGE SCAN | SALES_CUST | 26 | | 0 (0} 00z00:01 | 11 16 | 01,00 | PCWP |

~edicate Information (identified by operation id):

I A = accaccel "MMIGT TN"S=2220N ANN “FICT TN"<¢=2201N01
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. SQL Monitoring screens

RACLE Enterprise Manager 11¢g Setup Preferences  Help Logout
atabase Control Database
Cluster Database: DBM 3> Database Instance: DBM_DBM1 > Monitored SOL Executions > Logaed in &s 55
A A q e
Monitored SQ'— Execution Details e Text Report Refrash [ 5 seconds L J l Stop Refresh J
Overview —_
SQLID  fRykérPyyzoni (1) Tirne IO & Wait Statistics
Parallel {3 ¢
Execution Starked Tue Mar 24 2009 06:14:13 PM Cruration _ 1.3m IQ Count - 44k

Last Refrash Time Tue Mar 24 2009 06:15:29 PM

e T — eutter et |, -+~
Execution Il 16777219
session 479 PGk adeen (i wait activity 5 | . °°

Fetch Calls 0

Details Click on parallel

— tab to get more
lan istics @ arallel cvi g
[ Plan Statisti I@@ B IQ Activity I N PQ

Plan Hazh Walue 3913711993

Operation Name Estimate... Cost Timeline(77s) Exec... Actual... Memory Temp CPU Activity %o Wait Activity %o
E] CREATE TABLE STATEMENT 30K 33
Bl P¥ COORDIMATOR U 33 040
Bl P¥ SEMD QC (RANDOM) TG10001 16K 3 16
@ﬁ‘@@ B LOAD AS SELECT . 16 1209M L Y e
ity [El P& RECEIVE 16K o | — 16 14M R
il Bl PR SEMD RANDOM LOCAL i T10000 16K o | I — 16 14M AT B -
il = Bl P® BLOCK ITERATOR 16K o | 18 14M
ot = ERTERMAL TABLE ACCESS FULL STORE_SALES_ET 16K 3 e—— 1w 14M e 18 O EE

The green arrow indicates which line in the
execution plan is currently being worked on

ORACLE
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. SQL Monitoring Screens

Details
By clicking on the + tab you can get more detail about what each
[ individual parallel server is doing. You want to check each slave is
doing an equal amount of work
%Pa kallel Server Database Time Wait Activity % 10 Count Buffer Gets
el Parallel Servars
Parallel Coordinatar J 8.4z - 2.04 e 264K
Ej‘f?.l} Parallel 5et 1
Parallel Server 1 (p000) d 3.4s T ER 8413
Parallel Server 2 (p001) d 29,0z o 204 e 4758 B 1ok
Parallel Server 3 (p002) d 3.ds § 408 i 2059
Parallel Server 4 (p003) i [N g 408 i 1107 B 11k
Parallel Server 5 (p004) d 3.7s - 204 i 108 B 242
Parallel Server & (pO0S) ﬂ 3.5¢ B 408 i 801&
Parallel Server 7 (pO0E)] i E.ds B 1oez B 11k
Parallel Server 8 (p007) d 5.0z el B #3259
Parallel Server 9 (pO02) d 13.3s 2o e 985 B 18K
Parallel Server 10 (p003) d 3.ds 2o L B 829&
Parallel Server 11 (p010) i 16,65 e 4792 B 19K
Parallel Server 12 (p011) Wl 3.5¢ 204 i 2059
Parallel Server 13 (p012) i 6,53 B 408 i 1107 B 11k
Parallel Server 14 (p013) d 3,65 i 108 B 79z
Parallel Server 15 (p014) ﬂ 3,35 2o i 801&
Parallel Server 16 (p015) d E.ds 204 B 1oe2 i 10k
Parallel get 2 el e I B e

ORACLE



. Simple Example of Queuing

Queued stmts are
indicated by the clock

Cluster Database: DBM =
Monitored SQL Executions

Active in last l 2 hours - J

Status Dhuration Instance 10 SGL I User Parallel Database Time
L J 12.0s 2 Fofduwfbdkmdg RETAIL B 11.6s
T J 12.0s 2 | 1phxdcpEgarya RETAIL i 12 fs
;';I-; o 140z 2 4winlwbm4uigd  RETAIL i 138z
@ o 1505 2 Fecfapghhspuc RETAIL o s
SE  Msos 2 870gildpvahgik  RETAIL RERE
83 Q-U-EUED 2 dzgvir0sz3gsf  RETAIL o 5
5:::'7 B e 2 gmOp0236ygxga  RETAIL WIRLES
E::} l 10.0s 2 Spuusymufzdag RETAIL i 17 8=
;:::5 i oo 2 | 527alnk94kgkl RETAIL ﬂ 18 8=
e B 2 4adhwstzkfinb | RETAIL WREEE

L 2z fwmdpzgjgongg  RETAILL s g [ SRR
LS 2 FgsSyggzfr3sh RETAIL Hieqs B4 [ L)

8 Statements run before queuing kicks in



. Agenda

« Data Warehousing Reference Architecture

e The three Ps of Data Warehousing
— Power
— Partitioning
— Parallel

 Workload Management on a Data Warehouse

ORACLE



. Workload Management for DW

Setting Up a Workload Management System

Deflne Workload
Plans

Execute
Workloads

AdeSt Workload Monitor
Plans Workloads
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. Workload Management for DW
Oracle Database Resource Manager

- Traditionally you were told to use Resource
Management if data warehouse is CPU bound
« Protects critical tasks from interference from non-critical tasks
« Allows CPU to be utilized according to a specific ratio
* Prevents thrashing and system instability that can occur with
excessive CPU loads
- But did you know Resource Manager can
«  Control DOP for each group of users
«  Control the number of concurrent queries for each group
*  Prevent runaway queries

ORACLE



. Setting up Resource Manager
Step 1 Creating Consumer Groups

« Create Consumer Groups for each type of workload, e.g.
 ETL consumer group
« Reports consumer group
* Ad-Hoc Queries consumer group

» Create rules to dynamically map sessions to consumer groups, based

on session attributes
Mapping Rules Consumer Groups

service = ‘ETL’ —

client program name = ‘SQL*Loader’

\ 4

Oracle username = ‘Mark Marketer’

Reports ‘

module name = ‘AdHoc’
guery has been running > 1 hour
estimated execution time of query > 1 hour\ Ad-Hoc Queries |

ORACLE




. Setting up Resource Manager

Step 3 Configure Parallel Execution

« Manage parallel execution resources and priorities by

consumer groups

iluster Datahase: DBM > Eesaource Flans =

Edit Resource Plan: PEAK_PLAN

Limit the max DOP a Determine when queuin
consumer group can use will start per group

g Specify a queue
timeout per group

[Seneral Parallelism Session Pool 0 Pool  Thresholds  Idle Time

specify a limit on the degree of parallelism far an
maximurm time a parallel statement can be quau

ration izsued by this consumer group, a lif /on the tatal number of parallel servers that ¢f  Ae used by all sessions iy

|

Action Like | |Goj

|G|0u|} | Max Dégree of Parallelism Max Percentage of Parallel Servers nget| Parallel Queue Timemn|
LONG_S0GL_GROUP B4 2 UNLIMITED
MEDIUM_S0L_GROUR b4 50 UNLIMITED
OTHER_GROUPS 16 25 LNLIMITED
SHORT_SGL_GROUP 128 LMLIMITED UNLIMITED
5Ys_GROUP LUNLIMITED LUNLIMITED UNLIMITED
General | Parallelism | zession Pool  Undo Pool  Thresholds  ldle Time
ORACLE

NOTE: Parallel_Servers_Target new parameter controls number of active PX processes before

statement queuing kicks in




. Setting up Resource Manager
Step 2 Creating Resource Plans

Ratio-Based Plan

20% =t Ratio
Hybrid Plan /
65% @ Level 1 Leyel 2
s Ad-Hoc Reports 90%
ETL
Ad-Hoc
Priority-Based Plan

Priority 1. Reports ‘

Priority 2: ETL : .
Priority 3: Ad-Hoc Sf%?Ce'glcﬁ g?c?urgy
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. Workload Monitoring

Resource Allocations

Group/Subplan Max Utilization Limit Percentage
OTHER_GROUPS
RD_LIMIT_ACTHE 40
RD_LIMIT_DOP
RD_UMLIMITED B0
Directive Values
Max ldle Time if
Max Degree Max Percentage Parallel Max Number Activation Max Estimated Blocking
of of Parallel Cueue of Active Gueue  Max Undo Execution Max Idle Another Session
Group Parallelism Servers Target Timeout Sessions Timeout (sec) Space (KB) Time (sec) Time (sec) {sec)
OTHER GROUPS L IMITED LIALIRAITED LI IWITED IMLIMITED UMLIMITED UMLIMITED LIMLIMITED UMLIMITED LIMLIMITED
RD_LIMIT_ACTHE 43 30 UNLIMITED LIMLIMITED LIMLIMITED  LIMLIMITED LIMLIMITED UMLIMITED LIMLIMITED
RD_LIMIT_DoOP o UNCIMITED  UNLIMITED. IMLIMITED LIMLIMITED  LINLIMITED LIMLIMITED  UMLIMITED LIMLIMITED
RD_UMLIMITED LMLIMITED UMLIMITED  UNMLIMITED  LIMLIMITED LIMLIMITED  LIMLIMITED LIMLIMITED UMLIMITED LIMLIMITED
Thresholds
Group Execution Time Limit (Sec) 'O Limit (MB}) I/'0 Request Limit (Requests) Action  Rewvert after call?  Use estimate?
OTHER_GROUPS LINLIMITED LINLIMITED LIMLIMITED O O
RD_LIMIT_ACTHE LIMLIMITED LIMLIMITED LINLIMITED O O
RD_LIMIT_DOF LIMNLIMITED LIMNLIMITED LIMNLIMITED O O
RD_UMLIMITED LIMLIMITED LIMLIMITED LINLIMITED O O

Looking at user Retail who is a member of RD_LIMIT_ACTIVE group
They have a max DOP of 48, 30% of parallel_server_target & no
timeout specified

ﬁarallel server tarﬁet =1024 => 30% = 307 allowed before ﬂueuing



. Workload Monitoring

Remaining stmts are queued until J

Cluster Dag PX resources are freed up
Refresh &
Duration Instance ID SGLID User Parallel Database Time 10 Requests Start Ended
5405 2 FcfuwfbOkmdg  RETAIL 558 10:31:59 A
550z 2 1phx4cp@garyd RETAIL i 55,05 10037158 Al
56.05 2 4xinlwbmdujg3 RETAIL . i 10:31:57 Al
57 .0z 2 Fecfapohhspuc RETAIL DOP Lim Ited to 48} 10:31:56 A
52.0z 2 o70atdegghgik | RETAIL ' 10:31:55 A
Only 3 sessions gsf RETAIL 10:31:59 AM
allowed to run before| . e 57K 10:315 AM
q LIELIE k1 RETAIL 2K 10:31:52 Al
2 Spuusymuf2dag RETAIL — B2k 10:31:52 AM
2 Fwmdpzgiggngg RETAIL 122K 10:31:489 Al 10:32:28 Al
N 2 dadhvstzkainb RETAIL ' 123K 10:31:50 AN 103227 A
o = 2| FgsSyggzfrash RETAIL ‘ 14.6m 124K 10:21:42 AM 10:32:26 AM

3 X 48 = 144 not 307
so why are stmts
being queued?

Statements require two sets of PX process for producers & consumers

ORACLE




. Resource Manager - Statement Queuing

A
- | Static |25% 250
L Reports Queue
Request‘u
Tactical || 29% 295
[y — | ) e
150% 512
Ad-hoc
'L WorkloadJ SUELE

* Queuing is embedded with DBRM
« One gueue per consumer group
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. Summary

* Implement the three Ps of Data Warehousing
« Power — balanced hardware configuration
« Make sure the system can deliver your SLA
- Partitioning — Performance, Manageability, ILM
« Make sure partition pruning and partition-wise joins occur
- Parallel — Maximize the number of processes working
« Make sure the system is not flooded using DOP limits & queuing

- Workload Management on a Data Warehouse
« Use Database Resource Manager
« Control maximum DOP each user can have
« Control when statements should begin queue
« Control what happens to “run away” queries

ORACLE
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The preceding is intended to outline our general
product direction. It is intended for information
purposes only, and may not be incorporated into any
contract. It is not a commitment to deliver any
material, code, or functionality, and should not be
relied upon in making purchasing decisions.

The development, release, and timing of any
features or functionality described for Oracle’s
products remains at the sole discretion of Oracle.
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