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Replication becomes mainstream

September 2007
 Data Mirror > IBM
< 2007 Explaining replication
October 2009
« GoldenGate - Oracle 2007-2013 Awareness increasing
September 2012 2014+ Sophistication surges
* Quest > Dell

3 Premiere IT solution providers adopt replication in 5 years

The conversation changed from being an edge case component
to an expected approach in infrastructure design.




State of the replication market

o

14 Replication needs to be part of every
Data Protection plan, to ensure agility
for recovery — and often to increase
the overall usability/ROI of one’s data
protection infrastructure by enabling
additional ways to leverage the
secondary/tertiary data copies.

Jason Buffingfon
Senior Analyst
ESG-Global
July 2014

Core service

Often high volume

N |
Across the enterprise

OH:-

Risk mitigation providing
high availability & scalability

Commonly a Core part of
infrastructure

Ever increasing data volumes

Slow convergence in data
integration of:

« EAI

« ETL

* Replication

Heterogeneous database
support is expected

Often, replication is part of
mission critical application
services, ie business
continuity plan




Logical replication: mix and match

Operating system migrations
« Change hardware vendor
* Migrate to new servers (e.g. Solaris to Linux)
* RAC or virtualized environments

Operating
\U) System g
iy

Windows
Server

Oracle database migrations
« Expired support on old versions cost prohibitive
* Need new features in newer versions
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Storage migration " ellucian. ™

. . ’ PeopleSoft
* Replace with newer/fasterdiscarray [/ B¥Y L. [SIEBEL & comer |
pi N P \
Application migrations S 2, Application
V. _ORACLE —— |
+ Upgrade the application to a new version \ Feusmess s oeewanps !
- Coincides with a hardware and or DB upgrade E?

+ Real-time copy to a different platform




Dell's Approach to Database Replication

Past, Present & Future: continually evolving to meet and exceed market demands
Mission Critical

Performance Aqility
1. Every release contains 1. Product features are combination of 1. 7x24 support
performance enhancements deliberate product planning 2. Expanding Multi-lingual
2. Combination iterative & big bang 2. Nearly every week, custom features are 3. Average of 7+ years of support
approaches . delivered based on customer requests expelrience
1
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1 1 1 1
i | | !
1 1 1
Lowest TCO Value Heterogeneous Crowd Sourced
1. Cohesive/lntegrated experience 1. Priced to bring maximum 1. Oracle legacy 1. Sharing the best practices
2. Content in documentation, value to customers. 2. Oracle source 2. Zero exposure of customer
knowledge base, videos & more 2. First to market with term 3. Six targets and many data
3. Error conditions to solution 3. Single solution without add- more in the works
4. Compare/Repair is just the start in ons, comprehensive
manageability 4. Flexible licensing & support
. with complicated ELA @




SharePlex database replication: scalability,
availability and near real-time data integration

Affordably replicate Oracle data on-premises, remotely or in-the-cloud for special
purposes:

- Ensure high availability and disaster recovery

+ Minimize risk and downtime associated with migrations and upgrades
* Improve performance of OLTP systems

- Harness real-time reporting and data warehousing

+ Optimize analytics and the use of business intelligence applications

' 8=8 8-8 5-8 &+8

High availability/ Migrations, patches Operational reporting, Data integration and
Disaster recovery & upgrades Data warehousing Change Data Capture (CDC)
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Empower your real-time enterprise with 24-hour
operations and dynamic business adaptability
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SharePlex “Open Target” - real-time data replication & integration
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SharePlex product architecture

On-premises, remote, or in-the-Cloud
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SharePlex replication process

Export IL’IIIII“v Replication I“’IIIII‘? Reconcile

duete I Post I
queue .
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Backup from Prod,
n SNAPSHOT, TimeFinder, BCV, RMAN,

@
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m Export, Datapump, etc.
(®
m ﬂ Restore to New Production
. (Recover to SCN or LOG Number)

Production




SharePlex Connector for Hadoop

Near real-time data integration
and continuous replication

Combined source Post &, [
& target process aweve "I G | || | pyp— >

mpemeriai 1 R :
implementation JMS post JMS queue
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Near real-time application integration — Oracle to Hadoop

b o ¢ b o ¢ b o g
b o CRM D o HR b o Manufacturing

ORACLE

b o 4
oA Finance
D o | O

Data staging,
archiving, &
warehousing
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HBase HDFS
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Reporting/ Dashboards

data store Analytlcs




Replication use cases — SharePlex™

On-premises, remote, or in-the-cloud

-=0 0=0 C-C

High availability/ . el Operational reporting/
Disaster recovery Migrations, patches & upgrades Archiving/Data warehousing

= SugeS 2§08
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Data distribution/ Centralized reporting Cascading using
Distributed processing (Consolidation) intermediary systems
[ ] ]
a —0
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Oracle Structured /

Unstructured

Data integration
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Change tracking
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Active-Active/Load balancing




Offload operational reporting for better performance

=l

Operational reporting/
Archiving/Data warehousing
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Load isolation provides more consistent response
time experience than possible with any vertical
upgrade

Selective down to:
— Object
—  Columns
— Rows

Optimized reporting environment with different
tablespaces, indexes, partitioning, block sizes and
more.

Archive systems allow the OLTP to run lean with
high performance

-




Reliable data distribution and distributed processing

Unlimited number of targets and scaling
Provides local copies to:

Provide better response times

*  Lower network costs

J’ * Provide only the data required in the select
E locations

Data distribution/
Distributed processing




Effective and efficient centralized reporting and
consolidation with auditing

« Simple consolidation to supply downstream extract
processing

E X Ve E « Can be combined with zero overhead auditing
capability to supply:

z == R — Environment: Host, Oracle Database,

E E — Who/When: User & Timestamp
_ _ — Audit: Type of operation (I/U/D)
Central'zed reporting Before / After images, complete
(Consolidation) audit trail
—  Much more.. Sequence ID, SCN, USN, Slot, etc
\ y
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Active-active replication and scalability through load

balancing

-
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Active-Active/Load balancing
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Data replication in place of Real Application Clusters
(RAC)

Bi-directional replication: active-active, master-to-
master, peer-to-peer, multi-master configurations

Applies conflict resolution as required by the
circumstance and as defined by your business rules
and needs.

Provides the fastest possible fail over time that can be
achieved using any technology in a WAN environment.

Copies can all be different database versions &
indexed differently (useful for reporting scenarios).

o«




Near real-time integration with change data capture

(CDC)

**"'E-E

Oracle Structured /
Unstructured

Data integration
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Near real-time data integration using change data capture
to Hadoop, SAP ASE, JMS Queue, Files

Custom applications reading JMS queues, SQL/XML Files
to nearly anything:
— SQL Server, DB2, Teradata, Netezza, Greenplum, and more)
—  Structured
—  Unstructured

Separates operational and analytical systems without
impacting performance

Provides near real-time access to accurate information
Migrate Oracle databases to modern platforms

Allows enterprises to leverage new data warehousing and
business intelligence technology as it is made available

Cost effectively grow and expand infrastructure as needed
_




SharePlex Manager -
Monitoring and Administration Console



SharePlex Manager (GUI) architecture diagram

SharePlex Replication
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Discovery #1

Replication Overview > SharePlex Administration = Manage Monitoring

b welcame

Welcome

Diefine Replication Madel

Discovery The Discovery \Wizard is used to identify a replication mode! in your
SharePlex infrastructure.

Manage View Yvou will begin by specifylng the connection properties Replication Overview > SharePlex Administration > Manage Monitoring
B Instance. The Discovery Wizard will then identify the i
instances of that stream and then the instances of any

Firishied that may be connected to it

If the instance specified has not been activated, you w b welcome

option to create a new replication stream, - -
- i SharePlex Instance Connection Properties
Make sure that SharePlex is properly installed and rur BsfneReplicatiorzods|

click Next to begin the discovery process,
Discovery Enter the connection properties of the SharePlex source instance that

you want to use as the starting pont of the discovery process.,
E Manage View

SP_SYS_HOST_NAME
Finished * Port: :.2‘:!._00

*Hosthame:  |spxsource

SP_COP_TPORT

*Username; %sple)ﬁ

* Password:

OS USER/PASSWORD




Instance Overview

* Rate
* Time Remaining

Favorites

= [ @ | SO Search &

Acldress | 4] Rtbp: 10,112, 1765080 fconsole/ page fmonitor fsy st em: shareplaxoarviow . 357 ~ | =
& foalight | | Administration | & Help | Ce Sign oot
)
Sroanize Investigate Sonfigure -
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i Manday, Hovember 26, 2007 12105 B0 - How 4.0 hours -
wiew = helps
I Sonfigure Monitoring He Dizplay Beplication Gvervies
Status Stream Mame Instance Mame Rate Time Remaining Events
a a E
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& Done . Local inkranest
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Instance Detalil

* Processes
* Queues
* How replication is set
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onitoring Instance Detail > Show Post Detail

Replication Overview > Instance Detail = Post Process Detail

@Estop Post > aAbort Post @ Back to Instance Detail

0.0 sec
Target Status: Stream Name Target Instance Name Target Host Name
[ ] spxsource 2400 spdarget:2400 spxtarget
Post
Show Deti\’lbs v Process Status Queus Name Source DB Target DB State  Activation ID Checkpoint Last Record Processed  SOL Cache Hit Ratio Events
@ Stop IS_hDW Details I RuAning QP_0O1 SPX_SRC SPX_TRG Unknown 16 243,096 S7. 12. 31 25 11:59 ! 106%
Post Abort o G
Latency = | Transaction Rate =
249 80
|
18 ﬂl 8o 5
12y a0 g

07:30 028:30 00:30 10:30  11:30 12:30 13:30 14:30 07:30 02:30 09:30 10:30 11:30 12:30 13:30 14:30
Operaton Rate = | Operaton Mix =
R0 Inserts
Oeletes
/ saa B Updates
a 240
a00 %
2 180
200
80
07:30 08:30 089:30 10:30 11:30 12:30 13:30 14:30 07:30 08:30 09:30 10:30 11:30 12:30 13:30 14:30

Transacton Concurrency’

Aatiunauoy uoesuel)

07:30 08:30 09:30 10:30 11:30 12:30 13:30 14:30

Non-Default Parameters
& Set Parameters
Parameters = Value

SP_OPO_READRELEASE_INTERVAL 10000




Manag e Monitoring Instance Detail > Manage Monitoring

0 make a new config

it i = tail i
5 5 e ce Name |Host Name Solurce DB Events Replication Overview = Instance Detall > Manage Monitoring

- sgxsource 12400 spxsource SPX_SRC = Instances
Streams

Views

] Edit 5 View Eventlog X Remove o Create New Configuration i Upload Configuration File = Instances List

Permissions

spxsource:2400

Discovery

Setup Replication Stream

Connection Information

Return to Monitoring Host: spxsource
Port: 2400
T 1P Aclclr 10.30.104.220 . .
Datasource: SPX_SRC Can see the status or can do activate/deactivate
Username splex3
test_config_1 Password: - ok o

Sep 26, 2009 10:04:33 AM
0.5PX_SRC

SPXEOUICa;2400 Configurations

datasource:o.spk SRC Filename Datasource Date Activated
#mource tables target tables routing map _ tost config_1 0.SPX_SRC Sep 28, 2009 10:04:33 AM
1
/| TESTUSER.C_ITEM TESTUSER.C_TTEM spEsource test_config 0.5PX_SRC =
TESTUSER.C_ORDER_LINE TESTUSER.C_ORDER_LINE spxsource
TESTUSER.C_CUSTOMER TESTUSER.C_CUSTOMER spxsource
TESTUSER.C_NEW_ORDER TESTUSER.C_NEW_ORDER spxsource
TESTUSER.C_DISTRICT TESTUSER.C_DISTRICT spxsource < = -
0 | TEsTUSER.C_sTOCK TESTUSER .C_8TOCK spxsource Previous Connection to this Instance
TESTUSER .C_WAREHOUSE TESTUSER .C_WAREHOUSE spxsource
TESTUSER .C_ORDER TESTUSER.C_ORDER spxsource Date! Sep 28, 2009 11:35:54 AM

TESTUSER.C

HISTORY TESTUSER.C_HISTORY spxgource

reflex Version: 7.0.0.30
Connection Status:  Connection Yalidated




Alarms Administration > Rules & Notifications > Manage Rules

% foalight | @ oOperations | 2 Help

Home Agents Data  ~ Schedules  ~ Rules & Motifications Cartridges Setup & Support Users & Security  ~

Rules & Notifications @

Manage Rules(Filter By Cartridge: SharePlexManager) @

By Cartridge

Filter:

| SharePlexkanager vl

Showing rules 1 - 23 of 23

Showe

rules per page

tad Rule Name ~ Rule Scope Cartiidge Name
Capture RAC Status SharePlexCaptureProcess SharePlexhanager &
Halogen Events SharePlexInstance SharePlexManager &
Halogen Instance Mot Monitored SharePlexlnstance SharePlexManager &
Halogen Source Capture Process SharePlexCaptureProcess SharePlexhanager éj
Halogen Source Connection Status ShareFPlexSource SharePlexManager &

Halogen Source Export Process

SharePlexExportProcess

SharePlexManager

Halogen Source Reader Process

SharePlexReadProcess

SharePlexhanager

Halogen Target Connection Status

SharePlexTarget

SharePlexManager

Halogen Target Import Process

SharePlexlmportProcess

SharePlexhanager

Halogen Target Post Process

SharePlexPostProcess

SharePlexManager

SharePlex Capture Process Latency

SharePlexCaptureProcess

SharePlexManager

SharePlex Capture Process Time Rermaining

SharePlexCaptureProcess

SharePlexhanager

SharePlex Capture Queue

SharePlexReadProcess

SharePlexManager

SharePlex Export Process Time Remaining

SharePlexExportProcess

SharePlextanager

SharePlex Export Queue

SharePlexExportProcess

SharePlexhanager

SharePlex Post Process Latency

SharePlexPostProcess

SharePlexManager

SharePlex Post Process Time Remaining

SharePlexPostProcess

SharePlexhanager

SharePlex Post Glueue

SharePlexPostProcess

SharePlexManager

SharePlex Read Process Latency

ZhareFlexReadProcess

SharePlexManager

SharePlex Read Process Time Remaining

SharePlexReadProcess

SharePlexhanager

SharePlexStream
SharePlexSource
SharePlexTarget

SharePlexManager
SharePlexhanager
SharePlexManager

SharePlex Replication Stream Latency
SharePlex Source Instance Time Remaining
SharePlex Target Instance Time Remaining

K3 3[0) 2 33| 3 (X |0 | |0 b 0 @
(811818881818 {18188 81 8811818881818 818

(30 ) o T 0 e e 5 0 ) o 50 6 ) 6 62 1 i 6
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3 (2|3 %[5\ 3 5| 23 K| 3| o | || i 5 8

geeoeeseaeese
&||00/0|0|0|ojo|o|ojo|o|o|o|o|ojo|ojo|ojo|ojo| | ©

Selected | [ Add Rule |

o




Alarms Administration Rule Definition

Z foglight | = operations | 2 Help |
Haorne Agents Crata Schedules -~ Rules & Motifications Cartridges Setup & Support Users & Security
Rules & Notifications @ Rule Summary s ®
Edit Rule - SharePlex Capture Process Latency @
( Rule Definition -1 ( Conditions, alarms & Actions -1 r Schedules -1 ( I Eehawvior -] r Rule Yariables W
|

Conditions, Alarms & Actions CI|Ck here
Rule Mame: =harePlex Capture Process Latency
Rule Type: dMultiple-Severity Rule

successfully saved the changes

Fatal

Undefined|

Save All

M et imt I i Biie 11 Brcmr oo 1



Dashboard Report
F_ogngh_ta % 8 foglight | & Sign Out

Performance Yiew G+ 2009, 12, 21 - 2009, 12,23 2.0 days v

Capture's Operation ~@EX

Operatio-- 4000
Capture operations
ML g
_—

" 21:00 3 00:00 3 03:00 2 06:00 200:00 212:00 2 15:00 3 18:00 2 21:00 = 00:00 = 03:00 = 08:00 = 00:00 % 12:00 = 15:00 = 18:00

M operationalRate {Operations/s)

Post's Operations AaFEX
ALL Post operations queue10 4200
=] 12800
| | 1400
=] |
0
: #2100 BO000 BO0300 WOGO0  WOO00 W 1200 BI500 B 18:00 #0300 #08:00 £00:00 #1200 = 1500
B OperationsRate: 9.77.20.111:2100_SPLEX_P_QUE4-p EtProcess) (Operations/s)
Metrics for: 9.77.20.111:2100_SPLEX_P_QUE4-post (SharePlexPostProcess),9.77.20.111:2100_ ’ areDlexDostProcess),9.77.20.111:2100_8.., B3 X

7}
1 R A
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M Backlog: 9.77.20.111:2100_SPLEX_P_QUE10-post (SharePlexPostProcess) (M)




What makes SharePlex different?

Fully automated and easiest to use
Cohesive approach, i.e SharePlex 8.6 extends the existing replication experience
Download, install and test in just 15 minutes (5:39 actual time to replicate prior to install)
Expedite staff learning curve with 5 minute how-to videos
Learn from the experts 24x7 in the SharePlex Community with online forums & blogs

Agile Development Organization
Our capabilities are introduced into the product by product management & customers
Turn around is typically in days, often a couple of days.

World Class Support — Award winning
Awards are the norm and consistent
Sophisticated support systems with KB suggests
Multi language

Compare/Repair — Continuously improved
In flight
Manages a spectrum of resource usage from light to fast
Sophisticated picking the optimum method

Comprehensive Solution
Replication / Management / Monitoring, all in one
Best value in the market place, invented term licenses in the replication market

FlarketTools.

Flarketiools.

ACHIEVEM!
IN CUSTOME

Conflrmlt

IN CUSTOMER
EXCELLENCE

2013



http://www.markettools.com/company/news-events/press-releases/winners-announced-for-2011-ace-awards
http://www.markettools.com/company/news-events/press-releases/winners-announced-for-2012-ace-awards
http://www.confirmit.com/community/ace-awards.aspx

eHarmony’

Online matches made
INn heaven

Business need

To deliver the best personalized services for subscribers and
help them make a lasting match, eHarmony needs to replicate
and analyze data from its production database in real time.

Solution

The dating site replaced complex, legacy replication
technology from Oracle with SharePlex from Dell Software,
which is reliable, stable, fast and easy to use.

Benefits

e Improved decision making and customer-facing services

e Fast data replication at a third of the cost of Oracle
GoldenGate

e Reliable, robust, well-documented solution

Read the full case study >

Published: May 2014

“‘Based on a fast replication process

that never fails, SharePlex is helping

us reduce the risk of potential

business losses and poorly informed
marketing and advertising

decisions.” b

Navdeep Kumar, Senior Manager, Data
Services and Security, eHarmony


http://www.dell.com/learn/us/en/uscorp1/corporate~case-studies~en/documents~2014-eharmony-10013062-data-replication-shareplex-toad.pdf




Next steps

Visit the SharePlex webpage
www.software.dell.com/SharePlex

Try

SharePlex

« Datasheets, videos, case studies, white papers, technical
briefs, events, webcasts, etc.

Schedule a Proof of Concept (POC)

» Download 30-day Trial Software (SC and Support
Assistance)

« On your own test environment
* Dell Cloud Sandbox

Join the SharePlex Community

http://en.community.dell.com/techcenter/information
-management/shareplex/

+ Beta’s, discussions, blogs, expert advice, demo’s,
technical documents, etc.



http://www.software.dell.com/SharePlex
http://en.community.dell.com/techcenter/information-management/shareplex/
http://en.community.dell.com/techcenter/information-management/shareplex/
http://en.community.dell.com/techcenter/information-management/shareplex/
http://en.community.dell.com/techcenter/information-management/shareplex/

Thank you.



The power to do more



