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. Best Practices for Data Warehousing

3 Ps - Power, Partitioning, Parallelism

 Power — A Balanced Hardware Configuration
— Weakest link defines the throughput
« Partition larger tables or fact tables

— Facilitates data load, data elimination and join performance
— Enables easier Information Lifecycle Management

» Parallel Execution should be used

— Instead of one process doing all the work multiple processes
working concurrently on smaller units

—-Parallel degree should be power of 2

LV

2 Goal is to minimize the amount of data
7% accessed and use the most efficient joins

-_m_

L

L
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How Parallel Execution works

I User connects to the
[ ]

. database
| == |

Parallel servers
communicate among
themselves & the QC using
messages that are passed
via memory buffers in the
shared pool

Background process is

When user issues a parallel
spawned

SQL statement the
background process
becomes the Query

Coordinator

ﬂ «‘ QC gets parallel
<> | servers from global
pool and distributes

\ the work to them

\
.

Parallel servers -
individual sessions that
perform work in parallel
Allocated from a pool of

globally available
parallel server
processes & assigned
to a given operation
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. Monitoring Parallel Execution

 SELECT c.cust last name, s.time id, s.amount sold

FROM sales s, customers c

WHERE s.cust_id = c.cust_id;

J
| Id | Operation | Mame | Paol 1 Bytes | Cost CECPUDI Time I
| | SELECT STATEMEMT : | | | 211 (1007 |
| 1 | P COORDIMATOR | | | | | |
| 24| Fa oeMD UL CEAMDUM ) I N O TOTo P B N A o A1 SHEL L0 QOFO0Eg
B S HASH JOIN BUFFERED | | 1043K] S1M| Sl S S R I CIET
| 4 | P& BECEIVE | | AEEE00 FO4K | Rl oL IR R
| s Fi SEMD HASH [Se ST AT 0000 SEEE0 | FO4K | 112 C0)] Q020002
| B | Fi BLOCK ITERATOR | | A55500° ] FO4K | TPl b e n0- HE
[t TRBLE ACCESS FULLI CUSTOMERS | BR&0O0 | FO4K | L R R e
| B P& RECEIVE | | 1043K] 18H| S5 L S 2
| 3| Fi SEMD HASH | +TO10001 | 1043K] 18M| BB e P CICLRAE
B 10 Fi BLOCK ITERATOR | | 1043K] 18H | 196 (231 Q00003
SIS TRBLE ACCESS FULLI1 SALES [ 18HM | 196 (23] O0:Q0:03

do majority of the work



. How Parallel Execution works

SELECT c.cust_last name,
s.time_id, s.amount_sold

Query
FROM sales s, customers c l coordinator l

WHERE s.cust _id = c.cust_id;
ﬁpl ﬁpz ﬁ% ﬁm Consumers

\

o a ™
Hash join always / \

begins with a scan of
the smaller table. In -
this case that’s is the Sl = CUSTOMERS
customer table. The 4 -
Table

producers scan the
customer table and Table

send the resulting -—
rows to the

consumers \ ) Producers \ )
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. How Parallel Execution works

SELECT c.cust_last name,
s.time_id, s.amount_sold

Query
FROM sales s, customers c l coordinator l

WHERE s.cust _id = c.cust_id;

k
Dpl Dpz DPB DP4 Consumers
b “—; - N

Once the 4 producers
finish scanning the SALES ’ CUSTOMERS
customer table, they

start to scan the Tahle - Table
Sales table and send
the resulting rows to -

the consumers - = Producers

. J




. How Parallel Execution works

N

SELECT c.cust_last name,

s.time id, s.amount sold

FROM sales s, customers c

WHERE s.cust _id = c.cust_id;

SALES
Table

~

Query
coordinator

P1

P2

AN

|

)

Producers

Consumers

Once the consumers
receive the rows from the
sales table they begin to

do the join. Once
completed they return
the results to the QC

/

\

CUSTOMERS

\

Table

J
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. Monitoring Parallel Execution

- SELECT c.cust last name, s.time id, s.amount sold

FROM sales s, customers c

WHERE s.cust id = c.cust id;

J
| Jperation | Mame | S0 | Bytes | Cost CECPUDI Time I
| 0 SELECT STATEMENT | | | 211 (1007 |
| 1 P COORDIMATOR | | | | | |
| 2 P SEMD OC {RANDOM ) [ sTO1000Z | 1043K] S1M| 311 (23] o0:0o:0d |
|4 3 | HASH JOIN BUFFERED | | 1043K| S1M| 11 23 o0xo0:nd |
| 4 | P& BECEIVE | | BE&OG | FO4K | 112 (03] Qo002 |
| 5o Fi SEMD HASH | +TOI0OGO0 | 5R&OG | FO4K | 112 (o) Qo002 |
| B | Fi BLOCK ITERATOR | | BEROG | FO4K | 112 (0] Q00002 |
|* 7 | TRBLE ACCESS FULLI CUSTOMERS | SBR&0O0 | FO4K | 112 (03] Q00002 |
I 3 | P# EECEIVE i | 1043K] 18M| 196 (231 Q00003 |
| 9 | Fi SEMD HASH | sTO10O01 | 1043K] 18M | 196 (231 Q00003 |
| 10 | Fi BLOCK ITERATOR | | 1043K] 18H | 196 (23] Q00003 |
|* 11 | TRBLE ACCESS FULLI1 SALES | 1043K| 18M| 196 (231 Q00003 |

Producers



. Oracle Parallel Query: Scanning a Table

« Data is divided into Granules

*  Block range or partition

Parallel server # 1

Each Parallel Server is assigned one or more
Granules

 No two Parallel Servers ever contend for the
same Granule

Parallel server # 2

Granules are assigned so that the load is
balanced across all Parallel Servers

* Dynamic Granules chosen by the optimizer

e Granule decision is visible in execution plan

Parallel server # 3

T
A
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. ldentifying Granules of Parallelism during
Scans in the Plan

Id | Operation | Name | Rows | Bytes | Cost (ZCPU)I Time | Pstart! Pstop | TO |IN-0UTI PO Distrib
0 | SELECT STATEMENT | I 17 1 153 | 565 (100)| 00:00:07 | I I I [
1 | P¥ COORDINATOR | I | | I I I I I I
2 1 PX SEND QC (RANDOM) | :TO10001 | 17 1 153 | 565 (100)1 00:00:07 | I I 01,01 | P->5 | QC (RAND)
31 HASH GROUFP BY | [ 17 | 183 | 565 (100} 00300307 | | I 01,01 | PCWP |
4| P¥ RECEIVE | I 17 | 153 | 565 (100} 00300307 | I I 01,01 | PCWP |
51 P¥ SEND HASH I :TO10000 | 17 | 153 | 565 (100} 1 00300307 | I I Q1,00 | P->P | HASH
6 I | [ 17 1 153 | 565 (100)1 00200207 | I I Q1,00 | PCWP |
71 | [ 10M1 a5M| 60 (97)1 00200201 | 11 16 | 01,00 | PCUC |
* 8| TABLE ACCESS FULLI SALES I 10M1 a5M | 60 (97)1 00200201 | 11 16 | 01,00 | PCWP |
redicate Information (identified by operation id):
8 - filter("CUST_ID"<=22810 AND "CUST_ID"»=22300)
Id | Operation | Name | Rows | Bytes | Cost (ZCPU)I Time | Pstartl Pstop | TQ 1IN-OUTI PO Distrib
0 | SELECT STATEMENT | | 17 1 153 1 2 (501 00:00301 | I | [ I
1II P COORDINATOR | | | | | | | | | |
271 PX SEND QC (RAMDOM) | 2 TOLO001 I 17 1 153 1| 2 (50)1 00:00:01 | | I 01,01 | P->S | OC {(RAND)
21 HASH GROUP BY | I 17 1 153 | 2 (50} 0000201 | | | 01,01 | PCWP |
4| P¥ RECEIVE | I 26 1 234 | 1 (031 0000301 | | | 01,01 | PCWP |
51 = ULtk | 2TOLOOOO | 26 1 234 | 1 (0} 00:00:01 | | | 01,00 | P->P | HASH
6 I | | 261 234 | 1 (0)1 00300501 | 11 161 01,00 | PCUC |
71 AD H BY LULHL INDEX ROWIDI| SALES | 26 1 234 | 1 (0} 00:00:01 | 11 16 1 01,00 | PCWP |
| INDEX FAMGE SCAN | SALES_CUST | 26 | | 0 (0} 00z00:01 | 11 16 | 01,00 | PCWP |

~edicate Information (identified by operation id):

I A = accaccel "MMIGT TN"S=2220N ANN “FICT TN"<¢=2201N01




. Best Practices for using Parallel Execution

Current Issues

« Difficult to determine ideal DOP for each table without manual tuning
One DOP does not fit all queries touching an object

Not enough PX server processes can result in statement running serial
Too many PX server processes can thrash the system

Only uses IO resources

Solution

« Oracle automatically decides if a statement
—Executes in parallel or not and what DOP it will use
—Can execute immediately or will be queued
—Will take advantage of aggregated cluster memory or not

ORACLE



Auto Degree of Parallelism

Enhancement addressing:
« Difficult to determine ideal DOP for each table without manual tuning
* One DOP does not fit all queries touching an object

Statement is hard parsed Optimizer determines
SQL . _ :
statement And optimizer determines If estimated time ideal DOP based on
greater than threshold* all scan operations

the execution plan

2 o f >

\_>.

-

Actual DOP = MIN(PARALLEL DEGREE LIMIT, ideal DOP)

If estimated time less than

threshold*
Statement
executes in parallel
Statement Qe
executes serially C.
L I
ORACLE

* Threshold set in parallel_min_time_threshold (default = 10s)




. Controlling Auto DOP (not queuing!)

« Controlled by three init.ora parameters:

— PARALLEL DEGREE POLICY
e Controls whether or not auto DOP will be used
e Defaultis MANUAL which means no Auto DOP
e Setto AUTO or LIMITED to enable auto DOP

— PARALLEL_MIN_TIME_THRESHOLD

e Controls which statements are candidate for parallelism
« Defaultis 10 seconds

— PARALLEL _DEGREE_LIMIT

e Controls maximum DOP per statement

« Default setting is the literal value “CPU" meaning
DEFAULT DOP



What does this really mean?

Working with Statement Queuing

ORACLE



Parallel Statement Queuing

Enhancement addressing:
* Not enough PX server processes can result in statement running serial
 Too many PX server processes can thrash the system

Statement is parsed If not enough parallel

and oracle automatically servers available queue
o determines DOP the statement
2 57 .
; Z ,5 s sab sab.
1222 s ‘—> : Z sl?:szsly
Z = / £64 Z "/
= ‘:ﬁ/
= FIFO Queue
When the required
number of parallel servers
If enough parallel become available the first
servers f_:lvallab!e - stmt on the queue is Ay
execute immediately dequeued and executed

ORACLE
NOTE: Parallel_Servers_Target new parameter controls number of active PX processes before
statement queuing kicks in




. Parallel Statement Queuing

e Benefits:

— Allows for higher DOPs per statement without thrashing the
system

— Allows a set of queries to run at roughly the same aggregate
time by allowing the optimal DOP to be used all the time

e Potential Costs:

— Adds delay to your execution time if your statement is queued
making elapse times more unpredictable

e Goal:
— Find the optimal queuing point based on desired concurrency

ORACLE



. Parallel Statement Queuing

Calculating Minimal Concurrency based on processes

« Minimal concurrency is the minimal number of parallel
statements than can run before queuing kicks in:

Parallel _servers target
Parallel _degree_limit

minimal concurrency = x 0.5

* The conservative assumption is that you always have
producers and consumers (and not PWJ all the time)

ORACLE



. Parallel Statement Queuing

Real Minimal Concurrency

Number Queuing Starts
of
Parallel
Server
Processes

128

Parallel_servers_target

Minimal Concurrency

4 2 (conservative)

/|
/
/

16 32 Parallel_degree_limit

ORACLE




. Crucial for “all” 11g R2 PX features

PARALLEL DEGREE_LIMIT “‘CPU” Max DOP that can be
granted with Auto DOP

PARALLEL DEGREE_POLICY ‘MANUAL” Specifies if Auto DOP,
Queuing, & In-memory PE
are enabled

PARALLEL _MIN_TIME_THRESHOLD “‘AUTO” Specifies min execution

time a statement should
have before AUTO DOP

will kick in
PARALLEL SERVERS TARGET 4*CPU_COUNT* Specifies # of parallel
PARALLEL_THREAD processes allowed to run
S PER _CPU * parallel stmts before

ACTIVE_INSTANCES queuing will be use

ORACLE



. Enabling the 11g Features

INIT.ORA parameter PARALLEL DEGREE_POLICY

Three possible modes:

« Manual
As before, DBA must manually specify all aspects of parallelism
No new features enabled
* Limited
Restricted AUTO DOP for queries with tables decorated with default
PARALLEL
No Statement Queuing, No In-Memory Parallel Execution
* Auto
All qualifying statements subject to executing in parallel
DOP set on tables are ignored
Statements can be queued
In-memory PQ available

ORACLE



. Parameter Hierarchy
PX Features:

1. Parallel degree policy = Manual * NONE
a) None of the parameters have any impact

2. Parallel_degree_policy = Limited P: 't:ea[:“OfSSI
°* AUTLO
a) Parallel min_time threshold = 10s
b) Parallel_degree_limit = CPU
3. Para“el degree pOIle — AUtO PX Features:
L - Auto DOP
a) Parallel_min_time threshold = 10s . Queuing

b) Parallel degree limit=CPU « In-Memory
c) Parallel_servers target = Set to Default DOP on Exadata

ORACLE




ORACLE' 11&r _

DATABASE

SQL Monitoring screens

RACLE Enterprise Manager 11g Setup Preferences  Help Logout
atabase Control Database
Cluster Database: DBM 3> Database Instance: DBM_DBM1 > Monitored SOL Executions > Logaed in &s 55
A A q e
Monitored SQ'— Execution Details e Text Report Refrash [ 5 seconds L J l Stop Refresh J
Overview —_
SQLID  fRykérPyyzoni (1) Tirne IO & Wait Statistics
Parallel {3 ¢
Execution Starked Tue Mar 24 2009 06:14:13 PM Cruration _ 1.3m IQ Count - 44k

Last Refrash Time Tue Mar 24 2009 06:15:29 PM

e T — eutter et |, -+~
Execution Il 16777219
session 479 PGk adeen (i wait activity 5 | . °°

Fetch Calls 0

Detail i
etails Click on parallel
- — — —_— tab to get more
[ Plan Statistics I@'\?‘@ Parallel I}'\ Activity | a
info on PQ
Plan Hazh Walue 39137119932
Operation Name Estimate... Cost Timeline(77s) Exec... Actual... Memory Temp CPU Activity %o Wait Activity %o
Bl CREATE TABLE STATEMENT 30K a3
B F¥ COORDINATOR . a3 i o.40
El P SEND QC (RANDOM) TQ10001 16K 3 16
#= B LoAD A sELECT e s 1209M B3  “E
it Bl P% RECEIVE 16K g ——m 16 141 11
ity El P% SEND RANDOM LOCAL TQ10000 16K 3| —— 16 14M SR B 12
ot = B P¥ BLOCK ITERATOR 16K 3| — 1& 14M
ot = ERTERMAL TABLE ACCESS FULL STORE_SALES_ET 16K 3 e—— 1w 14M e 18 O EE

The green arrow indicates which line in the
execution plan is currently being worked on

ORACLE



ORACLE' 11‘@r _

DATABASE

SQL Monitoring Screens

Details
By clicking on the + tab you can get more detail about what each
[P ———p ety individual parallel server is doing. You want to check each slave is
doing an equal amount of work
%Pa -allel Server Database Time Wait Activity % 10 Count Buffer Gets
el Parallel Servars
Parallel Coordinatar NEREE - 204 e 764K
@{?ﬁ Parallel 5et 1
Parallel Server 1 (pO00) Wl 34 gL B 41z
Parallel Server 2 (p001) j 29,0z o 204 e 4758 l 19K
Parallel Server 3 (pO032) Wl 3= B j B0es
Parallel Server 4 (pOD3) d £.6s L 408 B 1107 BN
Parallel Server 5 (pO04) Wl 37 - 204 B 108 B oeaz
Parallel Server & (pO0S) l 2.5= g 408 j B01e
Parallel Server 7 (pO0E)] d E.ds B 1oez . 11K
Parallel Server 8 (pOOT) Wl 5.0 oo ki
Parallel Server 9 (pOOE) [ ERR-F Bz o4 B 5935 B 18K
Parallel Server 10 (pO03) ERE jzod L AL
Parallel Server 11 (p010) d 16,65 e 4792 l 19K
Parallel Gerver 12 (pOil) 355 B zo4 L
Parallel Gerver 12 (pO1Z) VL B 408 B 1107 B LK
Parallel Gerver 14 (p013) NERE B 1oz B osz23
Parallel Gerver 15 (pO14) (ERE 2o i E0ie
Parallel Gerver 16 (pO15) NEEE 2o B 1oez B Lok
@ Parallel set 2 el e I B e

ORACLE



Simple Example of Queuing

Queued stmts are
indicated by the clock

Cluster Database: DBM =
Monitored SQL Executions

Active in last l 2 hours - J

Status Dhuration Instance 10 SGL I User Parallel Database Time
L J 12.0s 2 Fofduwfbdkmdg RETAIL B 11.6s
T J 12.0s 2 | 1phxdcpEgarya RETAIL i 12 fs
;';I-; o 140z 2 4winlwbm4uigd  RETAIL i 138z
@ o 1505 2 Fecfapghhspuc RETAIL o s
SE  Msos 2 870gildpvahgik  RETAIL RERE
83 Q-U-EUED 2 dzgvir0sz3gsf  RETAIL o 5
5:::'7 B e 2 gmOp0236ygxga  RETAIL WIRLES
E:::E l 10.0s 2 Spuusymufzdag RETAIL i 17 8=
;:::5 i oo 2 | 527alnk94kgkl RETAIL ﬂ 18 8=
e B 2 4adhwstzkfinb | RETAIL WREEE

L 2z fwmdpzgjgongg  RETAILL s g [ SRR
LS 2 FgsSyggzfr3sh RETAIL Hieqs B4 [ L)

8 Statements run before queuing kicks in



. Preventing Extreme DOPs

Setting a system wide parameter

By setting parallel _degree Ilimit you CAP the
maximum degree ANY statement can run with on the

system

» Default setting is Default DOP which means no
statement ever runs at a higher DOP than Default

DOP

e Think of this as your safety net for when the magic
fails and Auto DOP is reaching extreme levels of DOP

Note: EM will not show a downgrade for capped DOPS!

ORACLE



. In-Memory Parallel Execution

Efficient use of memory on clustered servers

In-Memory Parallel Query in Database Tier

« Compress more data into available memory on cluster

* Intelligent algorithm
— Places table fragments in memory on different nodes

* Reduces disk IO and speeds query execution

ORACLE

© 2010 Oracle Corporation



. Agenda

e Parallel Execution
* Workload Management on a Data Warehouse
* Oracle Exadata Database machine

ORACLE



. MIXED WORKLOAD: what does it mean?

Diverse workload running on a Data Warehouse
system concurrently.

Examples:
— Continuous data loads while end users are querying data

— OLTP like activities (both queries and trickle data loads)
mixed in with more classic ad-hoc data intensive query
patterns.

ORACLE



. Step 1: Understand the Workload

 Review the customer workload to find out:

— Who is doing the work?

— What types of work are done on the system?
— When are certain types being done?

— Where are performance problem areas?

— What are the priorities, and do they change during a time
window?

— Are there priority conflicts?

ORACLE



. Step 2: Map the Workload to the System

« Create the resource groups:
— Map to users
— Map to estimated execution time
— Etc

» Create the required Resource Plans:
— For example: Nighttime vs. daytime, online vs. offline

« Set the overall priorities
— Which resource group gets most resources
— Cap max utilizations

* Drill down into parallelism, queuing and session

throttles



Why use Resource Manager?

ORACLE



Resource Manager User Interface

E%_a Cluster Database: DBM

Horme Perormance Availability J Servel [ acherma Data Moverment Software and Support Topalogy

Storage Database Configuration
Control Files Initialization Parameters
Tahlespaces “Wiew Database Feature Usage
Temporary Tablespace Groups

Datafiles

Follback Segments
Fedo Log Groups

Archive Logs

Migrate to ASh
take Tablespace Locally Managed

Statistics Management Resource Manager

Automatic Workload Repository Getting Started

AWE Baselines Consurmer Groups
Consurmer Group Mappings
Plans

oettings
Statistics

Parallel Statement Clueue < NGW'

ORACLE



. Working example of Workload management using
DBRM

Step 1: Understand your workload
Working Example:
e User 1: RTL runs long running analytical queries.

e User 2: RT_CRITICAL is a “SUPER” business user
run short critical queries various times of the day.

GOAL:

Ensure the Critical queries will run in a consistent and
timely manner even when the system is loaded with batch
analytical queries.

ORACLE



DBRM — RESOURCE GROUP
CRITICAL SHORT QUERIES STEP 1

ORACLE Enterprise Manager 11¢g Setup Preferences Help Logout
Database Control ([T Database
Cluster Database: dbm > Consumer Groups = Logged in As 5Y5

View Resource Consumer Group: RT_CRITICAL

Actions | Create Like v | Go ) [ Edit ) | Return )

Consumer Group  RT_CRITICAL
Description CRITICAL BUSINESS QUERIES
scheduling Policy  Round Robin
Users permitted to run in this Consumer Group

User Admin Option
ET_CRITICAL

Actions | Create Like v | Go ) | Edit ) | Return |

ORACLE
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Consumer Group Mappings

ORACLE Enterprise Manager 1¢g sefup Preferences Heln Logout
Datahase Control Cluster JMEAEIEE]
Cluster Database: dbm = Logoed in As 53

Consumer Group Mappings
(Show SQL ) ( Revert ) (Apply )

General Friorities

Create rules to enable the resource manager to automatically assign sessions to consumer groups

Wi Al v|
| Add Rule far Selected Tywoe
Selem| Priority |"Jiew Value Consumer Group Remove
@® 1 Service Module and Action Mo Mappings Specified
O 2 Service and Module Mo Mappings Specified
O 3 Madule and Action Mo Mappings Specified
O 4 Module Mo Mappings Specified
O 5 Senice Mo Mappings Specified
0 B Oracle User RTL o ar aaLrsis =5
RT_CRITICAL A g crmea =

‘Map RTL USER to consumer group RT_ANALYSIS
‘Map RT_CRITICAL to consumer group RT_CRITICAL

ORACLE

© 2010 Oracle Corporation




Step 2 CREATE RESOURCE PLAN

gl?ACLE’ Enterprise Manager 11¢ Setup Preferences Help Logout
Datahase Control WEETGE” Database
Cluster Database: dbr > Resource Plans = Logged in As Y5

Edit Resource Plan: ANALYSIS_BATCH_PLAN

Actians (Go)  (ShowSOL) (Revert ) (Apply )

_J General l Parallelism Session Poaol Undo Pool Thresholds Idle Tirre

A Resource Plan contains directives that specify how resources are allocated to Consumer Groups. For each Consumer Group, a directive specifies the amount of CPU resources are
allocated. It also specifies limits,such as the maximum degree of parallelism, execution time, and amount of IO, that each session in the Consumer Group can consume. You can
enable a Resource Plan manually or automatically, using Scheduler Windows.

Plan ANALYSIS_BATCH_PLAN
Description  |ANALYSIS AMND BATCH QUERIES

Instances (none) _Edit

If any instances are inthiz list, the Plan is active for those instances.

Resource Allocations
Mode: &) Percentage O Advanced

[ Modify )

|Gruup£5uhp|an Max Utilization Limit| Percentage|
OTHER_GROUPS L L
RT_ANALYSIS [ ] [ ]
RT_CRITICAL [ ] [ ]

—] General | Parallelism __ Session Pool _ Undo Poal __ Thresholds __ldle Time

© 2010 Oracle Corporation
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Configure Parallel Execution

- Manage parallel execution resources and priorities by consumer
groups

l'\.fﬁﬁrc‘.‘ngIIEW"'}.?[””SE Manager fig Limit the max DOP a | | Determine when SpeC|fy a queue
Cluster Database dbm > Resource Plans > Consumer group Can quel.“ng Wl” Start per tlmeOUt per grOUp
Edit Resource Plan: ANALYSIS_BA! use group

ions | Create Like v | Go ) Aoply )

General Parallelism Session Pool Thresholds Idle Time

Bpecify a limit on the degree of parallelism for any

issued by this consumer group, a limit on the to er of parallel servers that can be use
group, and the maximum time a parallel statement

essions in this consumer
queued

Eiloup Max Degree of P ism Max Percentage of Parallel Server et Parallel Queue Timeo,

OTHER_GROUPS UNLI UINLIMI UNLIMITE

RT_ANALYSIS 64 70 UNLIMI

RT_CRITICAL UNLIMITED UNLIMITED UNLIMITED
General Parallelism Session Pool Undo Pool Thresholds Idle Time

Actions | Create Like % | Go)  (ShowSQL ) | Revert ) Apply )

Cluster | Database | Setup | Preferences | Help | Logout

Copyright @ 1396, 2010, Oracle. All rights reserved

ORACLE

© 2010 Oracle Corporation



Allocate resources DAYTIME_CRITICAL_QUERIES PLAN

%QACI_E Enterprise Manager 11 g
Database Control Cluster Database

Cluster Database: dbm = Resource Plans > Logged in As 5%

View Resource Plan: DAYTIME_CRITICAL_QUERIES_PLAN

Actions | Create Like ~| [ Co) | Edit ) | Return )

Flan DAYTIME_CRITICAL_QUERIES_PLAN
Description CRITICAL QUERIES
Instances (none)
Automatic Plan Switching Enabled  false
Is Subplan false
Asgsociated Scheduler Vindow(s)

Resource Allocations

Group/Subplan Max Utilization Limit Percentage
COTHER_GROUPS
RT_AMALY SIS
RET_CRITICAL
Directive Values
Max Max ldle
Percentage Max Activation Max Time if
Max Degree of Parallel Parallel Number of Queue Estimated Blocking
of Servers Queue Active Timeout Max Undo Execution Max ldle Another
Group Parallelism Target Timeout Sessions (sec) Space (KB) Time (sec) Time (sec) Session (sec)
OTHER_GROUPS  UMNLIMITED MLUIMNITED UMLIMITED  LUMLMITED  UMLIMITED  UMLIMITED  UNLIMITED UMLIMITED LIMLIMITED
RT_AMALY SIS %UNLIMITED LIMUMITED  UMLIMITED  UMLIMITED  UNLIMITED UMLIMMITED LIMLIMITED
RT_CRITICAL LIMLIMITED ORCATTED UMLIMWMITED LIMUMITED  UMLIMITED  URMLIMITED  UNLIMITED UMLIMITED LIMLIMITED

Statements issued by RTL_ANALYSIS:

DOP is capped at 16

Statements will queue once the number of Max parallel processes
204= 20/100* 1024( 1024).

ORACLE




Allocate resources

ORACLE Enterprise Manager 11g
Datahase Control

Cluster Database: dbm = Resource Plans =

View %ource Plan: ANALYSIS_BATCH_PLAN

Plan

Description

Instances

Autornatic Plan Switching Enabled
Is Subplan

Associated Scheduler Window(s)

ANALYSIS_BATCH_PLAN
ANALYSIS AND BATCH QUERIES
(none)

false

false

Resource Allocations
Group/Subplan
OTHER_GROURPS
RT_AMALYSIS
RT_CRITICAL

Directive Values

Max LHtilization Limit

Setup Preferences Help Logout
Cluster

Actions |Create Like v | Go )

Database

Logged in As 5% 3

[ Edit ) | Return |

Percentage

Max Max Idle

Percentage Max Activation Max Time if

Max Degree of Parallel Parallel Number of Queue Estimated Blocking

of Servers Queue Active Timeout Max Undo Execution Max ldle Another

Group Parallelism Target Timeout Sessions (sec) Space (KB} Time (sec) Time (sec) Session (sec)
OTHER_GROURPS IMITED URLIRAL MLIMITED  UMLIMITED  UMLIMITED  UMLIMITED  URLIMITED UMLIMITED  UMLIMITED
RT_AMALY SIS G4 70 UMLIMITED  UNLIMITED UMLIMITED  UNLIMITED . UNMLIMITED UMLIMITED LINLIMITED
RT_CRITICAL UMLIMITED UMLIMITED LIMITED  UNLIMITED  UMLIMITED UMLIMITED  URNLIMITED UMLIMITED  UMLIMITED

RTL ANALYSIS GROUP : MAX DOP capped at 64 and queuing will
start once processes reach 70% of Parallel _server_Target

UNLIMITED: MAX DOP is capped by Parallel Degree Limit
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Example long-running query
No load on the system and no resource mgmt
activated

DI:'ACI_E'FnImplim: Mdrmun:l 11@ S=lup FTEf'!rEﬂE.E! Help Logout
Datahase Cantrol Ll Uster
Clusler Dafabaze dhm = Logged in ds Y2

Monitored S0L Exeoutions

Active in last | 24 howrs L] Rehresh l LETHTTH L H Atop Refrach |

Slaliiz &I.IIWII linztadwee ID SOl 1D Ui P kel Datalyase Time ¥ Raijials Stait Eieilxdl SOl Text
f:‘;; |25 0= 1 Sorpbedremgdn RIL ﬂ' ] ﬂ,g ﬂ H.4m 124K BA401 Al WATH RBUY AS [ SELECT /M Pi| |
._"i: _ A5h A chSfcdgmenlty 515 ‘3 h BA0AE Al © S0 L Analzst] el acd £ =
o l:ﬂ = 1 Srpbsdrorgdn RTL 'ﬁ' ] ,ﬂ-.g ‘43 m 142 BATOF AN FREE D] WATH RBUY AS [ SELECT 7+ Fi®
o I‘Eﬂlﬂs A &1E2sgfhD¥4E SIS 11'2 fie i 1714 BON0S Al BAD20 Al OECLARE joh BINARY_INTESE
Q l’!?ﬂ: 1 ﬂE&qubDHB L ] H-H.'J: i 1,714 EODOS Al EOD28 Al DECLARE job BINARY_INTESE
.._":" l 15 e d Ezrmh&(']a:g b ] d 15 10 | QELT EODOE Al EOD2T Al DECLARE job BINARY_INTEXE
& l 19 05 1 wizmeguebME SIS ‘ Hae i 1,714 B0 0E Ak BOOET Akl DECLARE job BINARY_INTEGE
Q l 17 0% ] a323q;$[|9-13 ] ‘ 10 s i 1714 B0009 &l BOD2T Al DECLARE job BINARY_INTEGE
& l 14 s 7 wzzegueblME SIS H 1% i 1,714 B0 0E Ak B0 skl DECLARE Jub BIHARY_INTESE |
v

« Automatic DOP of 128 chosen by the system
* Does not ensure requested concurrency

ORACLE
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Critical Queries with no load on the system and no

plan activated

ORACLE Enterprise Manager 11g
Datahase Control

Cluster Database: dbm =
Monitored SQL Executions

Active in last | 5 minutes v

Status Duration Inst... SOL I
) lS.Ds 1 G7agdwezishsg
) .4.Ds 1| Orrsleznabsgk
] _25.05 1| Fiyodnpepgjg
) _25.05 1 gdtdbgdxramix
¥ .4.05 1| G223k suzm]
<) lS.Ds 1 caapb4bugcsk?
) IS.Ds 1 9gnlxa7aagshn
v 1802 1| 39cyadsbz3sf

User
RT_CRITICAL
RT_CRITICAL
SH
SH
RT_CRITICAL
RT_CRITICAL
RT_CRITICAL

SH

Setup Preferences Help  Logout

Cluster

A DOP of 52 was
calculated

16K
15K

108

. 1754
Uisz Lo B 5 e "
Gisz s I ™ —
e 8o N -+ 15K

H'IS.QS -?.323

‘NO RESOURCE PLAN ACTIVATED
*‘NO LOAD ON THE SYSTEM
*DOP OF 52 CALCULATED BY THE SYSTEM

Consistent run times
for the critical queries

Database

Logged in As SYS

- Jl Stop Refresh J

21457 P

21452 FM

21431 PM

2:14:31 P

24447 P

21443 P

214328 M

21354 PM

Start

2:15:00 P

21456 PM

21456 P

21456 P

24451 P

21445 P

21441 PM

24412 P

Ended

SOL Text

SELECT SKU.SKU_I
SELECT SKU.SKU_I
BEGIN dbms_statz.g:
£ QL Anakyze(d) ™
SELECT SKU.SKU_I
SELECT SKU.SKU_I
SELECT SKU.SKU_I

CREATE TABLE tin

ORACLE
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Scenario we want to avoid

RACLE Enterprise Manager 11g

atabase Control

Cluster Database: dhm
Monitored SQL Executions

=

Active in last | 5 minutes v

Status Duration SOLID  1a User Parallel
-‘:::::_ _ 55.0s 1 Opabuydivdan]  RTL ﬂfm‘s‘; sE‘a ]
;:::‘a\_- _ 4208 1 OvdmpxxhjSgsse — RTL @ 64 EE‘.\ 8
%) d 27 0= 1 labcB0graS34d  RTL
E:::E _ 5005 1 dcivbySdwzyd:  RTL ﬂ}ﬁ 64
%::;'r _ 380 1 4wiczsdihgaas  RIL ﬂ}ﬁ 64

L 1 gzzkakitsuzml | RT_CRITICAL

_:::‘ [ 85T gkar sy R e e
e o 1 9pleckhofolc  RIL iles s
o W= 1 ognxe7aagstn AT CRITICAL  Gfise g
¢ e 1 caapbdbudcsk?  RT_CRITICAL  (ise e
e:::‘.-? _ 47 0z 1 gndaBa80karmg  RTL ﬂﬁ 64 sE‘a 8
_:::::_ B, 0 1 agyayhgyoepel?  RTL ea s
< _ 4405 1 ger3nGSfabxa3  RTL @ 64 cga 8

Database Time

Critical queries are queued

G0k

Cluster

Refresh l 5 seconds

4 Preferenc.es Help

Logout
Database

Logged in As SY3

r Jl Stop Refresh ]

Start Ended

2:24:09 P'M
22422 FM
22438 PM
2:24:05 P
2:24:26 P
2:24:38 P'M
22419 P
2:24:30 PM
2:24:07 P 2:24:16 P
2:24:18 PM 2:24:36 P
22417 PM

22439 P

22401 PM 22445 PM

SOL Text

WITH QB AS ([ SE
WITH QBUY AS (St
WITH QBN AS (S
WITH QB AS (SE
WITH QB AS (5E
SELECT SKULSKU_
WITH QBUY AS (St
WITH QBN AS (S
SELECT SKULSKU_
SELECT SKIULSKU_
WITH QB AS (SE
WITH QBUY AS (St

WITH QBN AS (S

When the System is loaded with long running analytical statement
CRITICAL QUERIES are gqueued and have inconsistent elapsed times

ORACLE
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CRITICAL_QUERIES_DAY_PLAN ACTIVATED

ORACLE Enterprise Manager 11g Setup Preferences Help Logout
Database Control Cluster JMVETEIELYS
Cluster Database: dbm = Cr|t|_cal_ users statements get Logged in As 53
Moﬁ'tored S0L Executions priority
Active in last | 5 minutes - Refresh L 3 seconds * Stop Refresh |
Status Duration Inst... SOL I User Parallel q 10 Requests Start Ended SOL Text
N 1 caaphdbudcSk7<_ BT CRITICAL | ihise 3.4 B2 § 13K 2:38:23 Fh SELECT SKU.SKU_|
P L PREEE 273812 P WITH QEUY AS ( SE
User RTL statements are
L 1875 223508 Ph WITH QBEUY AS ( SE
queued .
M A RTL P 223807 Ph WITH QBUY AS ( SE
30 1 labcBOgraS340  RTL 228 2:38:04 P WITH QBUY AS ( SE
270 1 gyavhgyoxpzl?  RTL Red arrow indicates 2:38:00 Fh WITH QBUY AS ( SE
ja1os 1 9p1A9bbaranci RTL DOP downgrad ed 273756 F i WITH QEUY A4S ¢ SE
350 1 dwiczsdinfaas RTL W 2ETEZ Ph WITH QEUY AS ( SE
only six RTL statements 8. i =am P 23745 P WITH QBUY AS [ SE
running L2 | 5om e 23744 P WITH QBUY AS ¢ SE
R 1 9Sudgkardwmsy | RTL 8. b o 9K 2:37:40 FI WITH QBUY AS ( SE
| 510 1| Opatuydjeasng RTL a. =2 Rl 273736 P WITH QEUY AS ( SE
oo 1 4civtySwzydx  RTL 8. ﬂ 9.1m e 2:37:32 P WITH QEUY A4S ¢ SE
o BI== 1 gzranGSFabxad RTL 8. fjosm i AT P 2326 P WITH QEUY AS ( SE

*‘Why are statements queued when only six statements are running? 6*16 = 96
*RTL _ANLAYSIS group is allowed to up to 20%o0f 1024 = 204

‘ANSWER: STATEMENT REQUIRES TWO SETS OF PX PROCESS FOR PRODUCERS
& CONSUMERS

- *32*6 = 192 ..the seventh query would take it over total allowed .. 192+32 =224
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Analysis Batch Plan

« RT Analaysis group : Max Percentage of parallel
servers target =70% = 70*1024/100 =719

ORACL < Enterprise Manager 11 g Setup Preferences Help  Logout

Database Control Cluster Database
. - f
Mortored ol Execations Statements queue are max % of boaged in As S
Active in last | 5 minutes - para”el selers target reaChed Refresh = seconds ¥ || step Refresh J

%tus i == . 4—-\ e 1D Requests Start Encled SOL Text

e | sTos 1 FEckc9bputaxF RTL , 552 F:59:11 P WITH QBEUY A5 ([ SE

1.1m 1 §z0nhuzvwoubss RTL g 1 59002 P WITH QBEUY A5 [ SE

j1-1m 1 FhnkgcySswkfm RTL i e o1 5857 P WITH QBEUY A5 ([ SE

o em 1 bdSudEnsnvkki RTL u 5.8m Ik 5555 P WITH QBEUY A5 [ SE

SR 1 Uy Permvaubes RTL u 4.5m PR F:55:40 P WITH QBEUY A5 ([ SE

B 1 cm 1 BFskEFzncmfzy RTL S6.1s u 531 536 P WITH QBEUY A5 [ SE

e, 1Em 1 1a6c80qras340 RTL 17.4m TEK 3:58:32 P WITH QBEUY A5 0 SE

1T 1 gwayhoycxpzl7 RTL 17 .am [=I=1% 5828 P 40007 Fhd WITH QBEUY A5 SE

e 1 5m 1 9p169bbaFanci RTL AG.Fm Gidhe 35829 P 3:59:55 PR WITH QBEUY A5 0 SE

B 1Em 1 4wilczsdihSaas RTL STk F:5E20 P 25954 Fhd WITH QBEUY A5 SE

B 1Em 1 OwdrnpexhiSose RTL SEH 5816 P 3:59:26 Fha WITH QBEUY A5 0 SE

B 1om 1 gndasSasokarmg RTL Q3K FS5S12 P 2:59:14 PR WITH QBEUY A5 SE

B, 1om 1 9sudgkar sy RTL 58102 P 3:59:09 Fhd WITH QBEUY A5 0 SE

64* 2 =128 (in most cases double for producers
and consumers). 128 *5 (statements) result in

© 2010 Oracle Corporation



. Resource Manager - Statement Queuing

A

. . RTL_ANALYSIS

Queue
Request ! ! L
f Assign /

RTL_CRITICAL

L 7 Queue

* Queuing is embedded with DBRM
« One queue per consumer group

ORACLE




. Workload Management

L ReaIIE-_'II::_me )  Queue
[ | R-T 10%
Lo | Batch ,
. . L ETL ) - Queue
Request | e
! | Analytic  Queue Analytic
H L RSN J : Reports
Assign
) | OLTP
| L Requests {[Queue
- Ad-hoc
L Workload e«

ORACLE



. Step 3: Run and Adjust the Workload

* Run a workload for a period of time and look at the
results

« DBRM Adjust:
— Overall priorities
— Scheduling of switches in plans
— Queuing

e System Adjust:

— How many PX statements

— PX Queuing levels vs. Utilization levels (should we queue
less?)

ORACLE



. Agenda

e Parallel Execution
- Workload Management on a Data Warehouse
 Oracle Exadata Database machine

ORACLE



. Oracle Exadata Database Machine Family

Oracle Exadata Database Machine X2-8

Oracle Database Server Grid

» 2 8-processor Database Servers
— 128 CPU Cores
— 2 TB Memory
— Oracle Linux or Solaris 11 Express
Exadata Storage Server Grid

* 14 Storage Servers
— 5TB Smart Flash Cache
— 336 TB Disk Storage
Unified Server/Storage Network

* 40 Gb/sec Infiniband Links

ORACLE



. Traditional Query Problem

-------------------------------------------

What Were i Select
Yesterday’s i sum(sales)
Sales? : where

{ Return :
i entire Sales i
i table

Discard \

mOSt Of‘ ---------
sales table

 Data is pushed to database server for processing
* 1/O rates are limited by speed and number of disk drives

* Network bandwidth is strained, limiting performance and concurrency

ORACLE




. Exadata Smart Scan

Improve Query Performance by 10x or More

-------------------------------------------

What Were i Select
Yesterday’s i sum(sales)
Sales? : where

Return Sales
: for Jan 22 2010

- Off-load data intensive processing to Exadata Storage Server
- Exadata Storage Server only returns relevant rows and columns
* Wide Infiniband connections eliminate network bottlenecks

ORACLE




. Exadata Storage Index

Transparent I/O Elimination with No Overhead

S e i ., Index

MinB =1
MaxX B =5 sttt
Select * from Table where B<2 -
: Only first set of rows can match
Mip B oo g mm———
Max B =8

* Maintain summary information about table data in memory
* Eliminate disk 1/Os if MIN / MAX never match “where” clause

» Completely automatic and transparent

ORACLE



Exadata Hybrid Columnar Compression

Reduce Disk Space Requirements

100
90
80
70
60
50
40
30
20
10

0

Data — Terabytes

Uncompressed Data Warehouse  OLTP Archiv

ORACLE

Data Appliances Data Data e Data
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. Built-in Analytics

Secure, Scalable Platform for Advanced Analytics

Oracle OLAP
Analyze and summarize

Oracle Data Mining
Uncover and predict

« Complex and predictive analytics embedded into Oracle Database 11g
* Reduce cost of additional hardware, management resources

* Improve performance by eliminating data movement and duplication

ORACLE



. Exadata Smart Flash Cache

Extreme Performance for OLTP Applications

Frequently :
Used Data

H
wis
me

Infrequently
Used Data : §

Automatically caches frequently-accessed ‘hot’ data in flash storage

Assigns the rest to less expensive disk drives

Know when to avoid trying to cache data that will never be reused

Process data at 50GB/sec and up to 1million I/Os per second

ORACLE



. Benefits Multiply

Converting Terabytes to Gigabytes

10 TB of User Data 1 TB of User Data 100 GB of User Data

With 10x Compression  With Partition Pruning

I [
P > [ >
20 GB of User Data 5 GB of User Data Sub second “10 TB” Scan
With Storage Indexes With Smart Scan No Indexes

ORACLE




. Turkcell Runs 10x Faster on Exadata

Compresses Data Warehouse by 10x

* Replaced high-end SMP Server and 10 Storage Cabinets

 Reduced Data Warehouse from 250TB to 27TB
— Using OLTP & Hybrid Columnar Compression
— Ready for future growth where data doubles every year
e Experiencing 10x faster query performance
— Delivering over 50,000 reports per month
— Average report runs reduced from 27 to 2.5 mins
— Up to 400x performance gain on some reports

ORACLE



. Summary

* Implement the three Ps of Data Warehousing
« Power — balanced hardware configuration
« Make sure the system can deliver your SLA
- Partitioning — Performance, Manageability, ILM
« Make sure partition pruning and partition-wise joins occur
- Parallel — Maximize the number of processes working
« Make sure the system is not flooded using DOP limits & queuing

- Workload Management on a Data Warehouse
« Use Database Resource Manager
« Control maximum DOP each user can have
« Control when statements should begin queue
« Control what happens to “run away” queries

ORACLE



. Learn More

Parallel Execution

» Oracle University Class
 Choose between live virtual class or instructor-led

e http://education.oracle.com/pls/web prod-plg-
dad/db pages.getCourseDesc?dc=D71882GC10

Read our blogs:
http://blogs.oracle.com/optimizer
http://blogs.oracle.com/datawarehousing

Best practices papers can be found here:
http://www.oracle.com/technetwork/database/focu
s-areas/bi-datawarehousing/index.htm|
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http://education.oracle.com/pls/web_prod-plq-dad/db_pages.getCourseDesc?dc=D71882GC10
http://education.oracle.com/pls/web_prod-plq-dad/db_pages.getCourseDesc?dc=D71882GC10
http://education.oracle.com/pls/web_prod-plq-dad/db_pages.getCourseDesc?dc=D71882GC10
http://education.oracle.com/pls/web_prod-plq-dad/db_pages.getCourseDesc?dc=D71882GC10
http://education.oracle.com/pls/web_prod-plq-dad/db_pages.getCourseDesc?dc=D71882GC10
http://education.oracle.com/pls/web_prod-plq-dad/db_pages.getCourseDesc?dc=D71882GC10
http://education.oracle.com/pls/web_prod-plq-dad/db_pages.getCourseDesc?dc=D71882GC10
http://blogs.oracle.com/datawarehousing
http://www.oracle.com/technetwork/database/focus-areas/bi-datawarehousing/index.html
http://www.oracle.com/technetwork/database/focus-areas/bi-datawarehousing/index.html
http://www.oracle.com/technetwork/database/focus-areas/bi-datawarehousing/index.html
http://www.oracle.com/technetwork/database/focus-areas/bi-datawarehousing/index.html
http://www.oracle.com/technetwork/database/focus-areas/bi-datawarehousing/index.html
http://www.oracle.com/technetwork/database/focus-areas/bi-datawarehousing/index.html
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